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Demand for increasing system performance is far outpacing the capability of conventional methods

for performance scaling. Traditionally, performance and energy scaling has relied on transistor

and silicon scaling. However, developing chips, often very large ones in the advanced technology

nodes is becoming very challenging and costly. Moreover, system performance is often limited by

inter-die connections. Today, dies with different functionality are packaged and integrated using

PCBs. Unlike silicon features, package and PCB features have barely scaled (about 4-5x) over the

past few decades. This severely limits performance and efficiency of processor systems. Moreover,

next-generation of applications driven by artificial intelligence, and other data intensive applications

are driving the demand for very large scale-out systems. Traditional scale-out system building and

integration methodologies are failing to deliver the performance these applications demand. As a

result of the above trends, future performance, power, and cost improvements cannot come from

improvements in transistor technology alone. Then, how do we enable “System scaling”?

In this dissertation, first we show that packages inhibit system scaling as it reduces the potential

memory bandwidth of a processor by at least one order of magnitude, allowable thermal design

power (TDP) by up to 70%, and area efficiency by a factor of 5 to 18. We therefore propose

packageless processors - processors where packages have been removed and dies directly mounted

on a silicon board using a novel integration technology, Silicon Interconnection Fabric (Si-IF). We

show that Si-IF-based packageless processors outperform their packaged counterparts by up to
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58% (16% average), 136% (103% average), and 295% (80% average) due to increased memory

bandwidth, increased allowable TDP, and reduced area respectively. We also extend the concept

of packageless processing to the entire processor and memory system, where the area footprint

reduction was up to 76%. To guide technology direction for dielet integration substrate technologies,

we also developed a die-to-die interconnect pathfinding tool to explore the effects of physical trade-

offs such as bump pitch, wire pitch, I/O ESD capacitance etc. We show that incessant reduction of

bump and wire pitch below 10µm wouldn’t be helpful for interconnect performance and we need to

develop techniques and technologies to minimize reliance on large ESD structures in the chiplet I/Os

as ESD capacitance starts dominating performance and energy cost of these die-to-die interconnect

links. Next, we show that fine pitch chiplet integration technologies allow us to disintegrate large

SoCs in to chiplets with minuscule hit in performance. This opens up the opportunity to build

a chiplet eco-system, where application-optimized systems can be built by selecting a subset of

chiplets from a chiplet pool. Such an eco-system however needs us to find the suitable minimal set

of chiplets to build in order to target a variety of workloads efficiently. To that end, we developed

the first chiplet selection framework to target a large variety of applications. We show that up to

35% improvement in EDP can be obtained from application-specific system customization and

when total cost of design and manufacturing is considered, up to 72% benefit in cost is possible

over SoCs.

Part 2 of the dissertation focuses on scale-out processing systems. To target scale-out systems,

we propose chiplet-based waferscale processors to dramatically reduce communication overheads.

The Si-IF technology can be used to build scale-out processors up to a size of an entire wafer.

However, building such a large consolidated waferscale system has its own challenges. Using

a waferscale GPU as a case study, we showed that while a 300 mm wafer can house about 100

GPU modules (GPMs), only a much scaled down GPU architecture with about 40 GPMs can be

built when physical concerns are considered. We analyzed the design space of power-delivery

network, cooling and trade-offs of yield and inter-GPM network topologies, and proposed optimized

waferscale GPU architecture. We also optimized thread scheduling and data placement policies.

Overall, our simulations show that an optimized waferscale architecture can provide up to 19x

speedup compared to traditionally integrated systems. Then, we architected and designed a 14,336-
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core shared memory waferscale system in order to understand the design challenges of waferscale

processors. Several aspects of the design were built from the ground up due to the scale of the

system:power delivery and on-chip regulation methods, reliable waferscale clock distribution, wafer-

scale fault-tolerant network design, chiplet and waferscale system test mechanisms, and multiple

physical and architectural techniques to enhance system yield. The chiplets were taped out in TSMC

N40-LP process and a smaller prototype system has been functionally verified. Next, we have

focused on understanding the scalability characteristics of deep learning (DL) training applications

and exploring the cross-stack impact of hardware-software-technology co-design at-scale. With the

aid of an optimal operation-to-device placement tool, we have proposed a framework which allows

us to figure out when to use model parallelism with data parallelism instead of data parallelism

alone in order to minimize end-to-end training time. Next, we developed a system-technology

co-optimization tool which explores the cross-stack impact of technology scaling, model scaling

and architectural innovations on end-to-end DL training time. Using this tool, we can perform rapid-

yet-accurate design space exploration and find optimal architectures under given logic, memory,

and inter-chip interconnect technology parameters.

Together, the techniques and methodologies developed in this dissertation lays the ground work

for a revolutionary new way of thinking about system scaling. Packageless processing and scale-out

waferscale architectures can indeed provide orders of magnitude improvement in performance and

energy efficiency required by next-generation of applications. Moreover, the cross-stack pathfinding

tools provide rapid-assessment frameworks to understand bottlenecks across different levels in the

system and helps guide technology optimal decisions for processing systems.
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CHAPTER 1

Introduction

Conventional computing is at a tipping point. On one hand, applications are fast emerging that

have higher performance, bandwidth, and energy efficiency demands than ever before. On the

other hand, the end of Dennard scaling as well as the slowdown of Moore’s law diminishes the

prospect of easy performance, bandwidth, or energy efficiency scaling in the future. Traditional

framework of getting better performance and efficiency by developing and manufacturing large

system-on-chips (SoCs) at the latest technology nodes is becoming prohibitively costly, more so for

low- to medium-volume products. Moreover, fueled by the exponential growth of deep learning

and big data analytics, scale-out systems composed of many SoCs are in great demand. Traditional

integration technologies and methodologies of building scale-out systems, however, are failing

to deliver the performance these applications demand. As a result of the above trends, future

performance, power, and cost improvements cannot come from improvements in SoC technology

alone. Then, how do we enable “System scaling”? To address this growing need, the research in

this dissertation focuses on developing technology solutions and frameworks for system-technology

co-optimization (STCO) which intersects the broad areas of computer architecture, VLSI design,

and packaging. A novel system-level heterogeneous integration platform that enables packageless

processing is introduced in Section 1.1. Section 1.2 briefly highlights the benefits of the novel

chiplet-based waferscale processor architectures proposed and developed as part of the research in

this dissertation. Section 1.3 then explains the importance of developing a cross-stack pathfinding

frameworks for STCO. Overall, Scale-Out Packageless Processing provides a radically different

dimension to system scaling and is described in Section 1.4 that summarizes all research projects

covered in this dissertation.
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1.1 A Novel Heterogeneous Integration Platform for Packageless Processing

Increasing SoC design and manufacturing cost in the latest technology processes is now making

the industry look at alternative approaches to system design. An alternative approach, system-in-

package (SiP), where multiple heterogeneous chiplets are integrated inside a package is gaining

traction. SiP technologies, however, often lead to performance and/or energy efficiency overheads

and are yet to deliver on their promise. Moreover, package-to-package links on printed circuit

boards (PCBs) used to build integrated systems suffer from poor bandwidth, latency, and energy

characteristics and often bottlenecks system performance. This is because of a striking observation

that in the last two decades while silicon chips have dimensionally scaled by >1000X, package and

PCB features have merely managed 5X. This absence of “system scaling” can severely limit the

performance of processor systems. Though this realization has motivated the push toward 3D and

2.5D integration schemes, they however do not address the root cause.

This dissertation proposes a radically different approach – eliminating packages altogether and

integrating all system components on a silicon board. To that end, we developed and prototyped a

novel integration technology – Silicon Interconnect Fabric (Si-IF), as a potential replacement for

PCB-based integration as the enabling technology for packageless processing. Si-IF technology

allows integration of multiple bare silicon dies (chiplets) on a silicon substrate using very fine

pitch copper pillar based I/O. The Si-IF is fabricated using a conventional and mature back end

of line (BEOL) process which can have up to four levels of conventional copper dual damascene

based interconnect. Si-IF allows I/O pitches to be less than 10 µm and wire pitches to be as low

as few hundred nanometers to a few microns. This enables us to build near on-chip-like parallel

interfaces between chiplets. The custom designed area and energy-efficient I/O circuitry helps in

delivering <0.1 pJ/bit energy efficiency of inter-chiplet communication on Si-IF. Besides, different

chiplets can come from different technologies, for e.g. Si, GaN, InP, SiC etc. In fact, an SoC can be

disintegrated and multiple component chiplets can now come from different technology nodes to

optimize for cost and power. For e.g., a processor core can be in 32nm technology while L2 cache

chiplet can be implemented in 22nm. Overall, Si-IF technology dramatically reduces the overhead

of splitting an SoC into multiple chiplets and opens a foundational platform to minimize system

2



integration cost where hard-IPs, aka. chiplets can now be integrated to build a system without the

penalties associated with conventional packaging.

The dissertation also proposes packageless processor architecture where we leveraged the unique

properties of the Si-IF platform to (a) significantly improve memory bandwidth, which in turn

helped us re-design the cache hierarchy, (b) improve thermal design power (TDP) by leveraging

silicon’s heat conduction properties for better cooling, and (c) increase processor core count by

leveraging the area savings from removing packages. This improves processor performance by up

to 3x while taking up 76% less area than its conventional counterpart. As human society becomes

more reliant on computing and marches towards embedding computing in all facets of the physical

world, packageless processing would help us achieve unprecedented performance and efficiency

that cannot be delivered by today’s technologies.

1.2 Chiplet-based Waferscale Processing

Today, the demand for parallel hardware is more than ever before. Waferscale processor systems

can provide the large number of cores, and memory bandwidth and latency required by today’s

highly parallel workloads without the area and energy overhead incurred in conventional integration

technologies. Older (1980s) and some recent works adopted waferscale integration to provide very

large performance and energy efficiency gains compared to conventional systems. All these works,

however, rely on monolithic waferscale integration. Monolithic waferscale chips are homogeneous

and cannot integrate disparate technology such as dense memory needed for the next generation

of data-intensive applications. Also, often they suffer from yield issues and must dedicate a

sizeable number of resources for redundancy. This dissertation, for the first time, targets waferscale

processing in a completely different way. Using the Si-IF technology, we can integrate a large

number of heterogeneous known-good-chiplets on a full wafer-sized interconnect platform. This

approach can help integrate TBs (instead of GBs) of memory (DRAM, Flash) alongside PFLOPs of

compute (in the latest CMOS process) to target the most difficult problems in HPC and ML/AI.

A waferscale architectural design space is heavily influenced by different physical constraints such

as thermal and power delivery. We show that using a waferscale GPU architecture. Our optimized
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waferscale GPU architecture performs up to 19x better than an optimized scale-out GPU system

using traditional packaging technologies. We also explored the design methodology challenges of

building a chiplet-based waferscale system by attempting to design a 14,336-core shared memory

waferscale prototype system. The scale of this prototype system forced us to rethink several aspects

of the design flow such as power delivery and on-chip regulation methods, reliable waferscale

clock distribution, waferscale fault-tolerant network design, chiplet and waferscale system test

mechanisms, and multiple physical and architectural techniques to enhance system yield.

I believe that we are just at the beginning of a waferscale revolution. TSMC in 2020 announced a

chiplet based waferscale integration platform, which Tesla has adopted for their Dojo supercomputer.

Several new system architectures can be built with waferscale technologies which were earlier not

possible because of the limitations of conventional technologies.

1.3 System-Technology Co-Optimization

Fueled by the AI revolution and exploding growth of warehouse-scale computing, the semiconductor

industry is pouring in 10s of billions of dollars in developing new specialized architectures and

systems tailored towards training and inference of large models and processing as well as building

efficient cloud infrastructure. One countervailing trend is that migrating designs to cutting-edge

processes do not always yield good returns on investment. Moreover, several promising candidate

technologies (e.g., MRAM memory, CNT interconnects) and packaging and system solutions are

being explored across the globe. Commercialization of these new technologies would need further

large investments across the board. To aid with these investment decisions, the industry needs

to understand the performance and energy impacts of these technologies across the design space

of architectures and applications. This calls for rapid design space exploration and pathfinding

frameworks which would allow us to quickly evaluate the effects of these new technologies on

the end-to-end application-level performance. To that end, we co-developed and open-sourced

one such tool, DeepFlow, for STCO targeted towards large-scale deep learning model training.

Given the characteristics of the technology node (logic and SRAM density), packaging technology,

system-level constraints such as area, power, etc., and the deep learning model graph, the tool can
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rapidly explore the architectural search space and software parallelization strategies and outputs the

best end-to-end training time.

1.4 Dissertation Outline

The research in this dissertation focuses on developing and building novel technology solutions and

system-technology co-optimization frameworks that provide a revolutionary new way of enabling

the much-needed system scaling.

In Part 1, the three chapters highlight the bottlenecks of conventional packages and propose a

novel heterogeneous integration platform that allows elimination of conventional packages and

replaces PCB with a silicon based interconnection substrate i.e., Si-IF.

• Chapter 2 makes the case for packageless processors. Using a baseline packaged processor

architecture, we show that removing the package and replacing the PCB with Si-IF could

enable large gains in terms of performance coming from increased memory bandwidth,

thermal design power (TDP) and area benefits.

• Chapter 3 focuses on comprehensively investigating silicon based 2.5D interconnects such

as silicon interposer, EMIB and Si-IF. A pathfinding methodology for 2.5D interconnect

technologies is developed and used to study inter-chiplet interconnect performance and energy

as a function of dimensional and technology parameters.

• Chapter 4 presents an optimization framework for multi-system/chiplet based processor

ecosystem. Multiple systems can be used to target a diverse set of applications where each

system is used to run a subset of applications efficiently. Recent 2.5D integration based

assembly techniques allow composing systems using multiple chiplets. Finding the smallest

number of chiplets to build multiple systems is a problem which we also solve using our

optimization framework.

In Part 2, the two chapters focus on analyzing and building chiplet-based waferscale systems

using Si-IF technology where a large number of heterogeneous known-good-chiplets are integrated
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on a full wafer-sized interconnect platform.

• Chapter 5 proposes a waferscale GPU architecture. It is shown that a waferscale architectural

design space is heavily influenced by different physical constraints such as thermal and power

delivery. Novel power delivery mechanisms and network design as well as cooling solutions

are proposed to maximize the amount of compute and memory that can be reliably integrated

on a wafer. Optimized waferscale-network topologies are discussed that help to balance the

performance and yield of the substrate. Then, optimized thread scheduling and data placement

techniques are designed for waferscale GPUs.

• Chapter 6 focuses on designing a 14,336-core shared memory waferscale prototype system.

Several aspects of the design were built from the ground up due to the scale of the system:

power delivery and on-chip regulation methods, reliable waferscale clock distribution, wafer-

scale fault-tolerant network design, chiplet and waferscale system test mechanisms, and

multiple physical and architectural techniques to enhance system yield. The chiplets were

taped out in TSMC N40-LP node and a functional prototype was assembled in-house.

In Part 3, the two chapters focus on understanding the scalability characteristics of deep learning

(DL) training applications and exploring the cross-stack impact of hardware-software-technology

co-design at-scale.

• Chapter 7 studies which parallelization strategies to adopt to minimize end-to-end training

time for a given DL model on available hardware. It is shown that hybrid parallelization (data

parallelism[DP] and model parallelism[MP]) outperforms DP alone at different scales for

different DL networks. An integer linear programming based tool is also developed to find

optimal operation-to-device placement to maximize MP speedup.

• Chapter 8 explores the cross-stack impact of technology scaling, model scaling and archi-

tecture innovations from a holistic perspective, and at the same time considering real-world

design constraints like area and power budget for deep learning training. Using this tool, we

can perform rapid-yet-accurate design space exploration and find optimal architectures under

given logic, memory, and inter-chip interconnect technology parameters.
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Overall, the research in this dissertation focuses on system-technology co-optimization and pro-

vides a dramatically new dimension to system scaling. Such revolutionary new technology solutions

and frameworks are absolutely needed to achieve performance, power and cost improvements in

future systems as conventional technology scaling is becoming increasingly harder. The proposed

chiplet-assembly based packageless processing and the scale-out waferscale architectures lever-

aging the novel integration technology developed in this dissertation provide the much needed

performance and energy improvements for next-generation applications and are expected to create

new areas of research.
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CHAPTER 2

A Case for Packageless Processors

Demand for increasing performance is far outpacing the capability of traditional methods for

performance scaling. Disruptive solutions are needed to advance beyond incremental improvements.

Traditionally, processors reside inside packages to enable PCB-based integration. We argue that

packages reduce the potential memory bandwidth of a processor by at least one order of magnitude,

allowable thermal design power (TDP) by up to 70%, and area efficiency by a factor of 5 to 18.

Further, silicon chips have scaled well while packages have not. We propose packageless processors

- processors where packages have been removed and dies directly mounted on a silicon board using

a novel integration technology, Silicon Interconnection Fabric (Si-IF). We show that Si-IF-based

packageless processors outperform their packaged counterparts by up to 58% (16% average), 136%

(103% average), and 295% (80% average) due to increased memory bandwidth, increased allowable

TDP, and reduced area respectively. We also extend the concept of packageless processing to the

entire processor and memory system, where the area footprint reduction was up to 76%.

2.1 Introduction

Conventional computing is at a tipping point. On one hand, applications are fast emerging that

have higher performance, bandwidth, and energy efficiency demands than ever before. On the other

hand, the end of Dennard scaling [14] as well as Moore’s law transistor scaling diminishes the

prospect of easy performance, bandwidth, or energy efficiency scaling in future. Several promising

and disruptive approaches are being explored, including (but not limited to) specialization [15],

approximation [16], 3D integration [17], and non-CMOS devices [18].

Current systems place processor and memory dies inside packages, which allows them to be
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connected to the PCB and subsequently to other dies. A striking observation is that in the last

two decades while silicon chips have dimensionally scaled by 1000X, packages on printed circuit

boards (PCBs) have merely managed 4X [19]. This absence of “system scaling” can severely limit

performance of processor systems. This realization has motivated the push toward 3D and 2.5D

integration schemes which alleviate the problem but do not address the root cause. In this work, we

propose another approach - removing the package from the processor altogether.

At first glance, removing the package from the processor may seem both simple in implementation

and, at best, incremental in benefits. However, neither is true. Packages significantly limit the

number of supportable IOs in the processor due to the large size and pitch of the package-to-board

connection relative to the size and pitch of on-chip interconnects (∼10X and not scaling well). In

addition, the packages significantly increase the interconnect distance between the processor die

and other dies. Eliminating the package, therefore, has the potential to increase bandwidth by at

least an order of magnitude(Section 2.2). Similarly, processor packages are much bigger than the

processor itself (5 to 18 times bigger). Removing the processor package frees up this area to either

be used in form factor reduction or improving performance (through adding more computational

or memory resources in the saved area). Lastly, packages limit efficient heat extraction from the

processor. Eliminating the processor package can significantly increase the allowable thermal

design power (TDP) of the processor (up to 70%). Increase in allowable TDP can be exploited to

increase processor performance significantly (through frequency scaling or increasing the amount

of computational or memory resources). Unfortunately, simply removing the processor package

hurts rather than helps as we point out in Section 2.3. We develop a new silicon interconnect fabric

to replace the PCB and make package removal viable in Section 2.4. Essentially, we place and bond

bare silicon dies directly on to a silicon wafer using copper pillar-based I/O pins.

This chapter makes the following contributions:

• We make a case for packageless processors. We argue that modern processor packages greatly

hinder performance, bandwidth, and energy efficiency scaling. Eliminating packages can

enable us to recoup the lost performance, bandwidth, and energy efficiency.

• We present Si-IF, a novel integration technology, as a potential replacement for PCB-based
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integration and as the enabling technology for packageless processing.

• We quantify the bandwidth, TDP, and area benefits from packageless processing. We show

that up to one to two orders of magnitude, 70%, and 5-18x benefits respectively, are possible

over conventional packaged processors. These benefits translate into up to 58% (16% average),

136% (103% average), and 295% (80% average) performance benefits, respectively, for our

benchmarks.

• We also extend the concept of packageless processing to the entire system on the board;

reduction in system-level footprint was up to 76%.

2.2 Packaging Processors and its Limitations

Traditionally, processor and memory dies are packaged and then placed on printed circuit boards

(PCB) alongside other packaged components. The PCB acts as the system level interconnect and

also distributes power to the various packages using the board level power distribution network

(PDN). The package is the interface to connect the dies to the PCB. A schematic cross-section

of a typical packaged processor on a PCB is shown in Figure 2.3. Packages serve three primary

functions:

• Packages act as a space transformer for I/O pins: The diameter of chip IOs is relatively

small (50µm-100µm) [20]. However, the bump sizes required to connect to the PCB often

range between at least a few hundred microns to about a millimeter [21–23]; large bumps

are needed due to PCB’s high surface warpage. To enable connectivity in spite of the large

difference between chip I/O diameter and the required bump size to connect to PCB, packages

are needed. Packages are connected to the silicon die using C4 (controlled collapse chip

connection) micro bumps, while the package laminate acts as a redistribution layer (RDL) and

fans out to a BGA (ball-grid array) [24] or LGA (land-grid array) [25] based I/O with typical

pitch of about ∼ 500 µm - 1 mm. Packages perform the same function even in the scenario

where they do not use solder balls, but use sockets with large pins to prevent breakage from

manual installation and handling.
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• Packages provide mechanical support to the dies: Packages provide mechanical rigidity to

the silicon dies, protect them from the external environment (moisture and other corrosive

agents), and provide a large mechanical structure for handling. Also, the coefficient of thermal

expansion (CTE) of the FR4 material used to make the PCB is ∼ 15-17 ppm/◦C, while that of

Silicon is about 2.7 ppm/◦C. This large mismatch in CTE between the materials leads to large

stresses. Packages provide some mechanical stress buffering, and thus help in mitigating the

thermal stresses.

• Easier testability and repairability: Since test probe technology has not scaled well [19,

26, 27], it has become harder to probe smaller I/O pads on bare dies. The larger IOs on the

packages are easier to probe using conventional probing techniques. Also, while dies come in

different sizes, they go into standard packages which can then be tested using standard test

equipment.

Similarly, solder-based joints and pin-based sockets allow for in-field repairability. Solder

joints can be simply heated up, melted and taken off while sockets allow plug-n-play.

Historically, the above advantages have been significant enough that most processor systems,

excluding some ultra-low-power processors [28,29], have been package-based. However, packaging

processor dies leads to several significant limitations, many of which are becoming worse, even

debilitating.

• Packages reduce I/O Density: Use of packages inherently limits the maximum number

of supportable processor IOs because of the large size and pitch of the package-to-board

connections (BGA balls/ LGA pins). The BGA/LGA technologies have not scaled well over

the past few decades. On the other hand, the demand for IOs in high-performance processor

systems is growing rapidly. Figure 2.1 shows the relative scaling of the number of processor

I/O pins in the largest Xeon processor available in a given year against the density scaling

(number of IOs/mm2) of the BGA and LGA technologies. As can be seen, the gap between

the demand in the number of IOs versus pin density is increasing every year. This widening

I/O gap limits the amount of power and the number of signals that can be delivered to the

processor chip; this can be a severe limitation for future processors that demand high memory
11



Figure 2.1: I/O demand is growing faster than the I/O pin density scaling.

and communication bandwidth. Alternatively, processor packages need to become larger; this,

however, significantly affects the form factor, complexity, and cost of packages and the length

of inter-package connections. In both these cases, the overheads may be become prohibitive

in near future [19, 30].

• Packages increase interconnect length: Increasing the size of the package (the package to die

ratio is often >5, even up to 18 in some cases – (Table 2.1)) leads to a significant increase

in the interconnect length between two dies inside separate packages. This is because the

die to die connection now needs to traverse the C4 micro-bumps, package RDL, BGA balls,

and PCB traces. As the interconnect links become longer, they become more noisy and lossy,

which then affects link latency, bandwidth and energy. This problem is aggravated by the

fact that a fraction of the interconnect now uses wire traces on PCBs, which are 10X-1000X

coarser than the widest wire at the global interconnect layer in SoC chips.

Figure 2.2 compares the energy, latency, and aggregate bandwidth of package-to-package

communication links through PCB vs global routing level interconnect wire (Mx4) in an

SoC. As seen from the figure, both energy and latency are disparately high for off-package

links as compared to the on-die interconnects, while bandwidth is severely limited - these
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die edge

Figure 2.2: Comparison of communication link energy, latency and bandwidth for on-chip versus

off-package links.

gaps between off-package links and on-die interconnects must be bridged to enable continued

performance scaling.

• Packages trap heat: A package traps heat generated by the processor and thus adds to the

thermal resistance between the processor die and the heat sink. Figure 2.3 shows the thermal

resistance model of a packaged processor system. In such systems, heat conductively flows

upward from the processor die through the package lid and thermal interface materials (TIMs)

to the heat sink. The typical thermal resistance values for a canonical 100-130W processor

are shown in Figure 2.3. Thus, for every 10 W of dissipated power, the package lid adds about

1◦C to the chip junction temperature. For high-performance processors with TDP ratings in

excess of 100 W, the effect of package thermal resistance can cause major reliability issues

due to high chip junction temperatures; this limits the TDP, and, therefore, performance of a

processor.

Moreover, the downward flow of heat encounters high thermal resistivity from the package

laminate and the PCB. In fact, the downward heat flow path has about 7-8x higher thermal

resistivity than the upward flow. This further exacerbates the above reliability problems

from high package thermal resistance. Disruptive solutions that reduce the overall thermal

resistance are needed to allow higher sustainable TDP, and, therefore, higher performance at

reliable chip-junction operating temperature.
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Table 2.1: Package-to-Die Size ratio

Product Name Package-to-Die Size Ratio

Intel Knight’s Landing [31] 7

Intel Broadwell [32] 7 - 10

Intel Atom Processor [33] 5 - 18

DRAM Package [34] 2.5 - 3.6

• Packages increase system footprint: As mentioned earlier, package-to-die size ratio has been

increasing to accommodate the high I/O demands of today’s processors. Some examples

of die-to-package ratio in commercially available processors are shown in Table 2.1. Thus,

the overall package footprint is much larger than that of the processor die. Also, since the

interconnect width and length are relatively large on PCBs, the total interconnect area is a

significant portion of the overall PCB area (see Figure 2.14a). As I/O demands increase, an

increasing amount of system footprint would be taken up by packages, interconnects and

passives. Disruptive solutions may be needed to reduce the area cost of these non-compute

components to meet the computation density demands of future applications.

Though packages have been an integral part of computing systems for decades, they are becoming

a bottleneck for system and performance scaling due to the reasons above. In this work, we rethink

the value of packages for today’s and emerging processors, and ask the question - should we build

future processor systems without packages?

2.3 Why Not Simply Remove the processor package?

While some ultra-low-power processors with a small number of I/O pins can be directly mounted

on a PCB without packaging [28, 29], it is difficult to do so for high power, high performance

processor systems without prohibitive performance and reliability costs. Simply mounting bare

die on PCB will dramatically reduce I/O availability proportionately to die-to-package size ratio

(e.g., see Table 2.2 for some commercial processor examples) as the PCB I/O size is still limited to
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Figure 2.3: Cross-section of a packaged die with heat sink placed on a PCB is shown, alongside

the thermal resistance model. Ta, Tp, Tj, Tb denotes the ambient, package lid, chip-junction, PCB

temperature respectively. The thermal resistance values for a typical processor package is shown

alongside. [1, 2]

.

Figure 2.4: Cross-section of an Si-IF system, alongside the thermal resistance model. Ta, Tj, Ts

denote the ambient, chip-junction and silicon substrate temperatures respectively. Heat sink can

be directly attached to the top of the dielets or both at the top and bottom of the Si-IF.The thermal

resistance values for a typical system on Si-IF is shown alongside [1–3]

.
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500µm (usually much larger). Further, the large CTE mismatch between silicon die and organic

PCB can become a reliability bottleneck causing thermal stress-induced I/O failures.

Table 2.2: Analysis of board level I/O availability

Product Name # Package

IOs

Die Area

(mm2)

# Die BGA

Balls

Enough Area for I/O?

Knight’s Landing [31] 3647 682 2728 No

Xeon E5-2670 [35] 2011 306 1224 No

Atom N280 [33] 437 26 104 No

In order to realize a packageless processor and its benefits, one would need to replace PCB-based

integration with a new integration technology that offers high density interconnect and mechanical

robustness.

In the next section, we will describe a novel integration technology (and the accompanying

interconnect) we have developed that has the above properties and that can enable packageless

processor systems.

2.4 Silicon Interconnect Fabric: An Enabling Technology for Packageless

Processing

We have developed a novel system integration technology, Silicon Interconnect Fabric (Si-IF),

that realizes large scale die to wafer bonding technology with very fine pitch interconnection and

reduced inter die spacing. The key idea behind Si-IF is to replace the organic PCB board with a

silicon substrate. Essentially, we place and bond bare silicon dies directly on to a thick silicon

wafer using copper pillar based I/O pins. Processor dies, memory dies, non-compute dies such

as peripherals, VRM, and even passive elements such as inductors and capacitors can be bonded

directly to the Si-IF. This allows us to completely get rid of the packages. A schematic cross-section

of a processor die on Si-IF is shown in Figure 2.4.

Wafer-scale system manufacturing for building large high-performance computers had been
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proposed as far back as the 1980s [36], but yield issues doomed those projects, which attempted to

make large wafer-scale monolithic chips. Here, the approach is to make small dies with good yield

and connect then on a wafer with simple and mature fabrication technology.

Although at a first glance Si-IF technology seems similar to interposers, it is fundamentally

different. Interposers use through-silicon-vias (TSV) and because of aspect ratio limitation of TSVs,

the interposer needs to be thinned and thus it becomes fragile and size limited. In fact, interposers are

typically limited to the maximum mask field size (e.g., ∼830 mm2 which is the same as maximum

SoC size) to avoid stitching. Though larger interposers can be built using stitching, they are much

costlier and have lower yield. Also, interposers need packages for mechanical support and for space

transformation to accommodate larger I/O connections to the PCB. Therefore, connections with

chips outside of the interposers continues to suffer from the issues of conventional packaging. On

the other hand, Si-IF is a standalone rigid interconnect substrate capable of scaling up to a full size

of a wafer and doesn’t require packages for mechanical support.

Next, we discuss the distinguishing characteristics of the Si-IF technology in more detail:

Fine pitch inter-die interconnect with 2 - 10 µm pitch: Solder extrusion and surface warpage

limit the minimum I/O bump pitch on PCBs. Rigid (polish-able) silicon wafer and copper pillar

based IOs (bonded using thermal-compression bonding (TCB) at tight pitches) in Si-IF address

both these limitations.1

Since the interconnect wires on Si-IF are manufactured using standard back-end process, the wire

pitch can scale like normal top-level metal in SoCs and well below 2 µm [4, 37]. This technology

thus bridges the gap between the SoC level interconnects and system-level interconnects and allows

a processor die to support the required number of I/O and power pins even without a package.

Small inter-die spacing: Using state-of-the-art pick and place tools, bare die can be placed and

bonded on to the Si-IF at very close proximity (<100µm) [4]. Thus, interconnects between the dies

can now be orders of magnitude smaller than the case where the dies are placed inside separate

packages. Coupled with fine pitch interconnects, SerDes links can now be replaced with parallel

1The copper pillar TCB process involves using a bond interface temperature of ∼250-260◦C for 3 seconds. Eutectic
solder bonding is also done at 220-270◦C for roughly the same period. Therefore, Si-IF-based integration is not
expected to cause any temperature related aging of the chip.

17



interfaces and shorter links, thus resulting in lower latency as well as lower energy per bit. The link

latency and bandwidth improvement from near placement of the dies coupled with increased I/O

density from the fine pitch enables high bandwidth energy efficient communication even without a

package.

Efficient heat dissipation: Unlike PCB and package materials, silicon is a good conductor of heat.

Heat sinks can be mounted on both sides of an Si-IF. Figure 2.4 shows how the overall thermal

resistance of the Si-IF based system is smaller than that of a canonical packaged and PCB based

system. The secondary heat sink attached to the back-side of the Si-IF has the added advantage

of acting as a protective shield for the silicon substrate. In fact, the heat sinks would provide

mechanical support and protection to the Si-IF instead of a conventional package. To summarize,

Si-IF allows much more effective heat dissipation on packageless processors than a conventional

packaged processor (more details in Section 2.5.3).

Lowered CTE mismatch: Since both the processor die and the Si-IF are silicon-based, thermal

stresses are minimal. As such, the mechanical reliability issues such as bump/ball failures that arise

in the conventional setting due to the CTE mismatch between the processor die and the package as

well as the package and the PCB are eliminated. Unlike silicon interposers which need to be thin

to support TSVs and therefore fragile and size limited [38, 39], Si-IF is thick, rigid and does not

use through silicon vias. Therefore, Si-IF-based integration enables large scale processor assembly

without requiring the mechanical support traditionally provided by the package.

The above factors coupled with advancements in low-cost silicon processing [19, 40, 41], provide

a viable pathway to realizing packageless processors. To demonstrate the feasibility of Si-IF

technology for enabling packageless processors, we have built an Si-IF prototype which supports

reliable fine-pitch interconnect, high I/O pin density, and close proximity inter-die spacing. Figure

2.5a shows a 4-inch wafer partially populated using 350 different dies of sizes 4 mm2, 9 mm2,

16 mm2 and 25 mm2. A micro-graph of four dies on a wafer spaced apart by only ∼40 µm is

also shown in Figure 2.5b. Each of these dies on the wafer has copper pillar pitch of 10µm and

interconnect wires of line-width of 3 µm. This enables high I/O density even without a package. To

perform yield analysis of the copper pillars, we built in rows of serpentine test structures in every

die as shown in Figure 2.5c. In each row, pillars n and n+1 were connected on the die, while pillars
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Figure 2.5: (a) Wafer scale interconnect fabric partially populated with eighty 4 mm2, one hundred

and seventy one 9 mm2, fifty eight 16 mm2 and forty one 25 mm2 dies bonded on a 4-inch silicon

wafer. Copper pillar pitch of 10 µm is used. (b) Micrograph showing four dies bonded on to an

Si-IF with ∼40 µm inter-die spacing. (c) Serpentine test structure with copper pillars on the Si-IF

and landing bond pad on the bare dies [4].
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n+1 and n+2 were connected using the Si-IF interconnect. Once the die was bonded to the Si-IF,

the entire row were connected resembling a serpentine structure. End-points of the serpentines

were electrically tested for continuity along a row of the pillars. Out of the 72000 pillar contacts

tested, only 3 contact failures were observed. Thus >99.9% yield of the copper pillar connections

is observed. This demonstrates the reliability of Si-IF as an enabling technology for packageless

processors.

The specific contact resistances were measured to be within 0.7-0.9 Ω−µm2 [4] which is smaller

than that of the solder balls (40 Ω−µm2) [42–44]. This is not surprising considering that copper

has much higher conductivity compared to solder balls (∼ 5e7 ℧/m vs 9.6e6 ℧/m). Therefore, the

contact resistance of a 5 µm copper pillar is about 42 mΩ which is similar to contact resistance of

23 µm C4 solder bumps [42]. Also since, inter-die spacing can now be ∼100 µm, instead of the

minimum spacing of 1 cm for package-based connections, trace resistance of Si-IF is expected to

be much smaller in spite of thinner wires (e.g., assuming similar copper trench depth in PCBs and

Si-IF, a 100 µm Si-IF trace will have 8 times lower resistance than the 25 µm, 1 cm length PCB

trace). Similarly, relative permittivity of SiO2 is 3.9, while that of FR4 material is 4.5. Comparing

a PCB trace of width and spacing of 25 µm each and length of 1cm with Si-IF trace of width and

spacing 2 µm and length 100 µm, the capacitance of the Si-IF trace is about 2 orders of magnitude

smaller than that of PCB trace. Thus, RC delay would also be smaller. Using detailed multi-physics

and SPICE simulations, we verified that the links can be switched at 2-4 GHz, while consuming

<0.3 pJ/bit using very simple I/O drivers [37].

Moreover, the shear bond strength of the Cu pillars was measured to be greater than 78.4 MPa [4],

while that of the BGA balls is about 40 MPa [44, 45] which confirms the superior mechanical

strength of the copper pillars. Also, due to CTE mismatch of the different components of a package,

the solder based bumps go through continuous temperature cycling and often suffer from fatigue

related cracking, which would not be a case for Si-IF as the CTE mismatch is negligible.

More details on Si-IF manufacturing (e.g., patterning, die alignment, bonding, etc.) and character-

ization can be found in [4] and [37].
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2.5 Quantifying Memory Bandwidth, TDP, and Area Benefits

In this section, we consider a baseline many-core processor architecture and evaluate the impact on

memory bandwidth, TDP, and area if the processor’s package is removed and the processor die is

integrated using silicon interconnect fabric.

2.5.1 Baseline Processor

Our baseline processor is a 36-tile many-core architecture (with 22 peripheral tiles). Each tile

consists of 2 cores and a shared L2 cache of size 1MB. The cores are out-of-order (OOO) with

64 KB private L1 cache. All the 72 cores share a total of 256 MB eDRAM based last-level cache

(LLC). The LLC is organized as 8 slices of 32 MB 16-way cache each. Other micro-architectural

parameters of the baseline processor are shown in Table 2.3. We assume that the processor is

a standalone packaged processor as shown in Figure 2.6, where the DDR-based main memory

is off-package. We use 8 memory channels for off-package DRAM with effective bandwidth of

9.6 GBps per channel. Thus an aggregate of 76.8 GBps of main memory bandwidth is available.

The area of the processor die implemented in 22nm technology node is 608 mm2 and estimated

minimum size of the package required is 2907 mm2. Details regarding the methodology to evaluate

area, power, and performance are described in Section 2.6. To estimate the area of the package, we

use the model described in Section 2.5.4. Next, we quantify the bandwidth, TDP and area benefits

from a packageless implementation of this processor.

2.5.2 Memory Bandwidth

As discussed earlier in Section 2.2, packaged processors are I/O pin limited because of the pitch of

the solder balls used to connect to the processor. Similarly, memory modules are I/O pin limited

because of large pins used in vertically slotted DIMMs. Coupled with the fact that processor-memory

connection uses wide PCB wire traces (∼100 µm), DDR based communication bandwidth is usually

capped at ∼10-15 GBps per channel. Limited interconnect wiring and pin density also constrains the

maximum number of memory channels. Though higher bandwidth can be achieved using complex
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Table 2.3: Configuration of the many-core baseline processor

Cores 36 Tiles, each having 2 Silvermont-like OOO at 1.1 GHz, 1

hardware thread, dual issue

Caches 64 KB L1 (Private), 1 MB L2 (Private per Tile), 256 MB

eDRAM L3 (Shared)

Memory DDR4-1600 MHz, Double-pumped at 9.6 GBps, 2D mesh

interconnect

Cache Coherence Directory-Based MESIF

Prefetching L2, L3 prefetch-on-hit, 4 simultaneous prefetches

SerDes techniques, they are energy inefficient (∼10x) and lead to additional latency [46–48]. Some

high-end processors [31, 38, 49, 50] use 2.5D technologies such as interposer [51–53], EMIB [54].

etc. to integrate high bandwidth in-package DRAM memory that can achieve up to 450 GBps of

bandwidth. However, the number of memory dies that can be accommodated inside a package is

limited due to low yield and high manufacturing cost of larger interposers, EMIBs, etc [54, 55].

Typically, interposers are limited to maximum mask field size (∼830mm2 which is the same as

maximum SoC size) to avoid stitching. The largest commercially available interposer is ∼1200

mm2 (uses stitching) which only accommodates a processor die with four 3D memory stacks [56].

As a result, the majority of the main memory that is usually placed off-package continues to suffer

from limited memory bandwidth.

Since memory chips are connected to the processor chip directly (i.e., without a package and

PCB traces) in the Si-IF setting as long as they can fit in the size of a silicon wafer (Table 2.4), the

corresponding supportable memory bandwidth is much higher. As one estimate, the interconnect

traces on Si-IF are 2-10 µm in pitch (Section 2.4) as opposed to ∼100 µm on PCB, which means

about 10-50x more bandwidth is available on Si-IF than on PCB. Moreover, since the link length is

expected to be small in Si-IF, signalling can be done at relatively higher frequencies of 4-5 GHz

with simple transceivers. The estimated bandwidth per mm edge of a die is ∼50 GBps and ∼250

GBps for 10 µm and 2 µm interconnect pitch respectively.
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Figure 2.6: Base Processor Architecture Overview.

2.5.3 TDP

Thermal characteristics of a processor system drive many design decisions such as maximum

operating frequency, peak power, etc. Since packageless processors allow more effective heat

extraction (see Section 2.4), the allowable TDP for the same junction temperature constraint

increases. To compare the thermal characteristics in PCB based packaged systems against Si-IF

based packageless systems, we use the thermal resistance model shown in Figures 2.3 and 2.4.

Simulations to estimate the thermal resistance of the heat sinks taking into account the air flow, heat

spreading effects and size of the heat sink were performed using a commercial thermal modelling

software ‘R-Tools’ [8]. We compare different design points such as a conventional package on

large PCB vs small PCB, an interposer package on large PCB, a die mounted on large Si-IF vs

small Si-IF, and a PCB replaced with Si-IF without removing the package. TDP for the baseline

packaged processor is calculated as 0.75 times the processor peak power [2, 57]. We assume a heat

sink of the size of processor package, ambient temperature of 25 ◦C, and forced airflow convection

to calculate the junction temperature to be 64.2 ◦C in this case. We then calculate for each design

point the maximum allowable TDP that produces a junction temperature no higher than 64.2 ◦C.

Figure 2.7 shows the results.
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Table 2.4: Comparison of Si-IF vs other 2.5D technologies

Silicon Inter-

poser [51]

EMIB [54] Si-IF

I/O Pitch (µm) 30-100 20-40 2-10

Interconnect Wire

Pitch (µm)

2-10 1-10 1-10

Maximum

Size/Dies

8.5 cm2 5-10 Dies Up to a Full Wafer

Inter-Die Spacing

(mm)

>1 >1 <0.1

System Integration

Scheme

Package on PCB Package on PCB Bare Die on Wafer

Other Factors Complex Assembly

Process and TSV Ca-

pacitance issue

Complex Manufac-

turing of Organic

Substrate

Bonding Passives

and Legacy I/O Ports

Results show that the TDP benefit from just removing the large PCB and replacing it with an Si-IF

is about 6%. Removing the package in case of Si-IF gives an additional ∼15% benefit. The surface

area of the Si-IF also affects the amount of heat dissipation, which can increase allowable TDP by

about 5-7%. In a packageless system with one heat sink and a large Si-IF, maximum TDP that can

be allowed for the same junction temperature is 181 W which is 21.5% higher than the baseline

case. The benefit increases to 70% (TDP of 254W) when heat sinks are installed on both sides.2

Meanwhile, interposer-based 2.5D integration shows no benefit in terms of TDP. In fact, the use

of additional interposer layer inside the package lowers the allowable TDP by a small amount due

to increased thermal resistivity on the downward heat flow path. The TDP benefits of packageless

processing will only increase with increasing die area since the more effective heat spreading on

2We expect the cost of placing a single heat sink to be comparable to the packaging cost of baseline system. Since
we do not have a package, the second heat sink can be added without increasing cost over the baseline system, while
providing significant TDP (and, therefore, performance) benefits in return.
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Figure 2.7: Maximum achievable TDP of the baseline processor system in various integration

schemes.

larger dies makes the package resistance a bigger fraction of the overall thermal resistance for

packaged systems.

2.5.4 Area

Due to the high package area to die area ratio (Table 2.1), removing the package can lead to

significant area benefits. To quantify the area benefits for the baseline processor, we use the

following model to estimate the minimum size of the package given the peak power of a processor,

number of signal IOs (SPins), and type of I/O.

Areapackage = bump_pitch2 × (
Peak_Power
PowerperPin

+#SPins)+AreaNon−I/O (2.1)

Non-I/O area is determined by other factors such as RDL layer and PCB routing constraints. We

assume the maximum current per power/ground pin to be 250 mA [58, 59] and bump_pitch to be

900 µm [19, 22]. Using this model for the baseline processor, the minimum package area (when

non-I/O area is not considered) is estimated at 2907 mm2 which is about 5x larger than the processor

die area (608mm2). The area benefit from removing the package will be higher for processors with

higher power density (Figure 2.8) since packages required such processors need to be larger so as to
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Figure 2.8: Sensitivity analysis of area benefit from removing the package.

accommodate the power pins and also to dissipate the heat efficiently.

2.6 Methodology

In this section, we describe our methodology for estimating the performance benefits from package-

less processing for our baseline processor (Table 2.3).

First, we use McPat 1.0 [60] to determine the area and TDP for the baseline processor. Next,

we calculate the additional bandwidth, TDP, and area available from packageless processing

(Section 2.5). We then determine a processor design that exploits the additional bandwidth, TDP,

and area to improve performance. Since the bandwidth benefits from packageless processing are

substantial (orders of magnitude), to eliminate bandwidth slack, we increase the number of memory

channels to one per peripheral tile in the baseline processor. To exploit higher allowable TDP,

we consider two approaches - increasing core frequency and increasing the number of tiles in the

processor, including adding an additional slice to the eDRAM L3 cache for every 4 additional

tiles. Yield concerns limit the number of tiles that can fit in a single die. Therefore, we consider

a multi-chip processor system where we limit the size of each die to at most 600mm2. Each die

contains an even portion of the tiles and is connected in a 2D mesh with the other dies via an
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inter-processor communication protocol. We use latency of 20 ns [37, 61] and bandwidth of 1

TBps [37] to model the inter-processor communication on Si-IF. We use the same technique when

considering area slack.

Once we have determined a set of processor designs, we use a fast multi-core interval simulator,

Sniper [62], to determine relative performance. We simulate six benchmarks from the NAS Parallel

Benchmark (NPB-3.3) suite [63] and six benchmarks from PARSEC 2.1 [64]. Among the NPB

benchmarks, we chose BT (Block Tri-diagonal solver) and SP (Scalar Penta-diagonal solver) as

sample pseudo applications, CG (Conjugate Gradient) and UA (Unstructured Adaptive mesh)

as having irregular memory access patterns, MG (Multi-Grid) as being memory intensive and

EP (Embarrassingly Parallel) as being highly scalable. We used dataset size C, which has an

estimated memory requirement of 800 MB. Among PARSEC benchmarks, we chose blackscholes

and fluidanimate as sample data-parallel applications, canneal and dedup as having high rates data

sharing, and streamcluster and freqmine as typical datamining applications. For all evaluations, the

simulation was fast-forwarded to the Region-of-Interest (ROI), simulated in cache-only mode for 1

billion instructions and then simulated in detailed mode for 1 billion further instructions.

2.7 Results

In this section, we demonstrate that packageless processors offer significant performance benefits

over their packageless counterparts.

2.7.1 Exploiting Higher Available Memory Bandwidth

Since Si-IF provides at least 10x more bandwidth than the PCB case alongside plentiful of I/O pins,

several techniques such as using wide-I/O interface for the whole memory system and increasing the

number of memory channels can be implemented. Though wide-I/O implementation is feasible in

interposer-based assemblies as well, number of memory channels is limited since only a few memory

devices can be placed on the interposer (due to maximum size / yield limitation - Section 2.5) as

opposed to the Si-IF case, where many more memory devices can be accommodated (limited only
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by the size of the silicon wafer).

Our baseline processor contains 22 peripheral tiles, so we used a maximum of 22 memory

channels for the packageless case in our evaluations. Figure 2.9 shows the potential improvement

in performance from having one memory channel per two peripheral tiles (107.8GBps) and one

memory channel per peripheral tile (215.6 GBps) over the eight memory channels in our baseline

processor configuration (78.4 GBps). We also compared the performance of all three of these

configurations against the maximum achievable performance for a 10 TBps memory bandwidth

along the peripheral tiles – this bandwidth is achievable on Si-IF using HMC like memory which

supports up to 480 GBps per device [65]. We denote this as the infinite bandwidth case.

Figure 2.9: Performance benefit from increased number of memory channels with and without L3.

Increasing number of channels results in average improvement of about 15% with a large L3,

while it has a much greater effect (23%, on average) in the absence of an L3. For applications such

as BT, MG and SP, the improvement in performance is >42% both with 22 memory controllers as

well as infinite bandwidth when L3 is present. Even without the L3, the performances of BT and SP

in the 22 memory controller-case are 31% and 22 % higher respectively than the baseline case with

L3. In fact, with 22 channels, but without L3, the average performance across all benchmarks is

8% higher than baseline case with L3. This is because the memory bandwidth effectively improves

enough to eliminate the need for an L3. A less intuitive result is that for benchmarks such as CG and

Canneal, removing an L3 results in higher performance. This is due to limited sharing and irregular

memory access patterns in these benchmarks; an L3 increases memory latency unnecessarily in the
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case that data is used by one core and never shared.

Area overhead of the additional memory controllers would result in increased area of the processor

chip. We estimated the area overhead per memory controller in 22nm technology to be about 1.8

mm2 [66]. This implies that the new processor chip size (with additional memory controllers) can

exceed 650 mm2 which would worsen the die yield. This issue can be tackled using two ways. First,

since Si-IF provides similar density and performance as that of global interconnects in SOCs, we

can now have separate memory controller dies which contain clusters of memory controllers. The

alternative approach would be to reduce the size of the LLC to accommodate the additional memory

controllers. Since performance without LLC, but with additional bandwidth, is similar or higher

than the baseline case with LLC in our evaluations, overall performance is expected to improve.

In summary, larger number of memory channels in packageless processors improves performance

by up to 58% (average 16%) and 53% (average 14%) in case of infinite bandwidth and 22 memory

channels respectively, and allows elimination of the LLC with in fact 8% higher performance with

22 memory channels than the baseline case with LLC.

2.7.2 Exploiting Higher Available TDP Budget

As mentioned in Section 2.5.3, additional power can now be sustained without increasing the core

junction temperature. Thus, we can either add more cores to the system or increase the frequency of

operation (Table 2.5). In Figure 2.10, we show the performance improvement of these two different

design choices across different benchmarks. Frequency scaling alone provides consistent gains of

>15% in performance across all benchmarks when only one heat sink is used. The performance

boost is >50% when both the heat sinks are used. Using DVFS could result in substantially higher

speedups, as strategically increasing the frequency of only certain cores would take more precise

advantage of the increased TDP. Furthermore, increasing the number of tiles has potential for

greater speedup for certain applications. For example, EP achieves more than 2.5x improvement

in performance versus 2.2x when frequency is scaled. However, increasing the number of cores

requires substantially more area - the largest processor in this experiment exceeded 1600mm2 total

area (recall that we use an multi-chip processor configuration for large area cases - each chip is still
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only 600mm2 big). Additionally, some applications do not have enough exploitable TLP to fully

take advantage of the increased number of cores. Freqmine and streamcluster are two examples

of benchmarks which achieve substantial gains by scaling frequency, but do not gain performance

from adding further tiles.

Table 2.5: Increasing Frequency or Number of Tiles to Exploit Available TDP Slack

System Configuration TDP Max Frequency Max # Tiles

Baseline 149 W 1.1 GHz 36 Tiles

Small Si-IF Heatsink 1-Side 168 W 1.4 GHz 48 Tiles

Large Si-IF Heatsink 1-Side 180 W 1.6 GHz 52 Tiles

Large Si-IF Heatsink 2-Side 250 W 2.6 GHz 96 Tiles

One more efficient way to take advantage of thermal slack would be to perform a two dimensional

design space exploration on the chip, scaling both frequency and number of tiles until an optimal

system is found. In general, frequency has a clearer and more well-defined trade-off between power

and performance. In addition, through DVFS it is easier to manipulate frequency during runtime and

be able to optimize the processor for a specific application. While one could dynamically change the

effective number of tiles available in a processor via power gating, there is a much higher overhead

for such a transition, including wakeup time, cache warmup and various OS overheads associated

with context switching. However, due to bandwidth constraints and the benefits of having a larger

total cache area, increasing the number of tiles provides for running massively parallel workloads

much more efficiently than a smaller number of highly clocked processor.

Increasing frequency or the number of tiles would increase the power demand. Besides thermal

constraints, increased power consumption also requires careful management of power distribution

losses (for example by point of use step down voltage conversion just like conventional packaged

systems). Packageless Si-IF with no C4 bumps or wide PCB traces can substantially help with

inductive voltage drops. High power requirements also come with larger demand for power/ ground

I/O pins which can be accommodated within the die area using fine pitch interconnect pillars on

Si-IF.
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(a) Frequency (b) Number of Tiles

Figure 2.10: Performance benefits of utilizing TDP slack.

In summary, removing the package improves the TDP budget by up to 70% which can provide

upto 136% higher performance (average 103%) upon increasing the operating frequency and up to

162% (average 60%) upon increasing the number of tiles using our benchmarks.

2.7.3 Exploiting Higher Available Area

Table 2.6: Area Slack Exploitation Parameters

System Configuration Max Area Processor Microarchitecture

Baseline 608mm2 36 Tiles, Single Die

Packageless Half-Slack 1758mm2 96 Tiles, Four Dies

Packageless No-Slack 2908mm2 144 Tiles, Six Dies

Figure 2.11 shows performance benefits for eliminating half and all of the area slack available in

a packageless processor. For our evaluations, dies are restricted to 600mm2 - see Section 2.6 for

details. One might not want to fully exploit available area for many reasons: higher power and lower

yield being among the chief concerns. Much like the case of tile-based power slack elimination,

some applications benefit drastically more than others from area slack reduction. For applications

such as fluidanimate, nearly all of the performance benefits, i.e., ∼86% over the baseline case, are

achieved via half-slack reduction, while other applications can continue to take advantage of any
31



Figure 2.11: Performance increase by exploiting area slack.

extra cores available. As in Section 2.7.2, benchmarks such as blackscholes, EP and UA increase

performance proportionally to number of tiles, due to high thread level parallelism (TLP). For

applications which lack such easily exploitable TLP, having a large number of cores may still

be useful in the case of multi-programming. The power overhead of such a large design can be

mitigated using per-core DVFS or power-gating. The removal of a package allows for systems with

much denser compute: for compute-intensive high performance systems which require thousands of

cores, packageless processors could prove to be a critical technology.

In summary, across the benchmarks evaluated, packageless processors could achieve 80% average

performance improvement, up to 295% by utilizing the extra area slack coming from removing the

processor package.

Note that we are allowing the original TDP budget to be breached in these experiments; we assume

that a costlier cooling solution exists to tackle the increased thermal dissipation if the intention is to

use the entire area slack. Section 2.7.4 considers this tradeoff between area slack and TDP slack.
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Figure 2.12: Area savings when implementing processor-memory subsystem on Si-IF. 22, 11 and 8

memory controller configuration on Si-IF are compared against baseline packaged configuration

with 8 channels of off-package DRAM.

Figure 2.13: TDP of implementing the baseline processor-memory subsystem on Si-IF of size of

total processor and memory package area normalized to baseline processor system TDP.
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2.7.4 Area-TDP Tradeoff

Thus far, we have quantified the bandwidth, TDP and area benefits individually that packageless

processors provide over conventional systems. In this section, we ask the question - how much

improvement in form factor, TDP and bandwidth can be achieved when the factors are considered

simultaneously?

For our evaluations, we consider two PCB-based baselines - one DIMM (with 18 chips) per

channel and one 3D stacked memory device per channel. The corresponding Si-IF design points

have 18 packageless DRAM chips per channel laid out in a planar configuration (Figure 2.14b)

and one packageless 3D stacked memory device per channel respectively. The processor footprint

is 2907 mm2 (Section 2.5.4) in the packaged case, while it is 608 mm2,on Si-IF. For estimating

memory footprint in the PCB case, we assume that the DIMMs are slotted vertically onto the PCB

(Figure 2.14a).The PCB footprint for each DIMM is estimated to be 7.92 cm2 (we used the DIMM

socket size as the footprint estimate to perform a worst case comparison of area benefits from Si-IF,

ignoring large inter-socket distances typically used on a PCB). The PCB footprint for each 3D

stacked memory package is considered to be 320 mm2 [67]. For estimating the memory subsystem

footprint in two packageless cases, we considered 36 mm2 per DRAM die and 55 mm2 per 3D

stacked memory device [68].

(1) Form Factor Reduction in iso-TDP case: In the iso-TDP case, we compare the footprint of

the baseline 8 memory channel configuration on PCB against the same system implemented on

Si-IF. We also extend the analysis for both the 22 channel (one channel per peripheral tile) and

11 channel (one channel per two peripheral tiles) memory configurations on Si-IF and compare it

against the same baseline PCB case.

We adjust the size of the heat sink so as to achieve the same maximum junction temperature as the

baseline junction temperature of 64.2 ◦C (junction temperature of the in-package baseline processor

die). In case the heat sink required to achieve the desired junction temperature is larger than the

total processor and memory footprint, the area of the heat sink determines the compute footprint of

Si-IF system.

Figure 2.12 shows the area savings in different scenarios. For one memory device per channel
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case, the dual heat sink setup leads to area savings of up to 76 % and using one heat sink provides

>36% area reduction. This is because in the dual heat sink setup, the thermal resistance is lower,

meaning smaller heat sinks can help achieve higher TDP.

For DDRx style memory configuration with 18 dies per DIMM, when the baseline 8 memory

channel configuration is laid out on the Si-IF with memory bandwidth similar to PCB case, 37%

area savings can be achieved with similar performance as of the baseline packaged case. The area

saving reduces to 17% in the 11 memory channel case while the performance increases by 7.5%.

For 22 memory channel case (memory channel per peripheral tile with LLC in Figure 2.9), where

22×18 = 396 memory dies need to be accommodated on planar Si-IF, the footprint does increase

but there is plenty of TDP slack left unused as the large heat sink “overcools” the system.

In summary, packageless processing under a TDP constraint with emerging 3D stacked memories

can deliver dramatic footprint reductions (40%-76%) while increasing available memory bandwidth.

In conventional DDR-style memory systems, going packageless can deliver 36% footprint reduction

with same performance.

(2) Increased TDP Slack in iso-Area case: Here, we compare the TDP slack available for the

packageless processor system if the total area of the Si-IF and the heat sink are equal to the total

PCB footprint of the processor and the memory subsystem. Figure 2.13 shows the total packageless

TDP available as compared to the total TDP of the baseline processor and memory subsystem.

Since the area footprint of the DIMM is much larger than that of the 3D stacked memory packages,

the equivalent iso-area Si-IF/heat sink size is larger which leads to extra TDP slack. This excess

TDP slack alongside the excess area under the heatsink can be utilized by increasing the number of

tiles, frequency of operation, memory capacity etc. In summary, packageless processing with the

same computing footprint can deliver 1.7X-3X extra power to burn to improve performance without

violating thermal constraints.

2.8 Discussion

In this section, we discuss the implications of packageless processing on how the overall system

could be realized, and other aspects such as repairability, testability, manufacturability, and cost.
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(a) Conventional system integration on PCB (b) Full system integration on Si-IF

(c) Compute modules (full processor-memory subsys-

tem) on Si-IF alongside PCB-based daughter board for

peripherals, passives and other components

Figure 2.14: Illustration of a conventional PCB based system and different integration schemes

using Si-IF.
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We also discuss some architectural implications not covered in this work.

2.8.1 Overall System Architecture

A full system implementation comprises of core compute elements such as CPUs, GPUs, memory,

etc., and non-compute elements such as crystal oscillators, driver ICs for system IOs, components

of power delivery network, etc. So far, we have only discussed the compute elements of the system,

however architecture of non-compute components is important as well.

Traditionally, surface mount non-compute components are soldered directly on the PCB (Figure

2.14a). In Si-IF, we envision two alternatives to integrate these components into the system. One

is to bond the passives and other non-compute components directly onto the silicon board using

solder balls and large pads on Si-IF, as shown in Figure 2.14b. We have been able to achieve

bonding of passives on to the Si-IF successfully. This enables a full system integration on Si-IF.

The other alternative is a hybrid approach shown in Figure 2.14c, where the compute components

alongside some Si-IF compatible non-compute components can be integrated on to the Si-IF, and

other remaining non-compute components can be integrated on a separate daughter board. An

ancillary benefit of a daughter board approach is that the daughter board can now also host some

upgradeable and spare components such as extra spare DIMMs alongside legacy connectors.

We estimated the footprint of a ∼1000 cm2 Intel Xeon dual socket motherboard [69] in Si-

IF setting. Considering non-compute footprint reduction by 50% when non-compute is fully

implemented on Si-IF (due to denser integration of all components on Si-IF) alongside packageless

implementation of memory and processor dies, a full Si-IF implementation footprint can be <400

cm2 while the hybrid approach can be <780 cm2.3

3Link lengths are often lower in the packageless systems case since inter-die spacing can now be reduced to ∼ 100um.
We estimated that the farthest DDR links are about ∼ 2x longer on standard Xeon PCBs, when vertically slotted DIMMS
are used, compared to when bare dies are placed in a planar fashion on Si-IF. So, DDR-type signalling and routing will
not be an issue. In very large Si-IF systems where signal integrity may be an issue, we can use intermediate buffer
dies/chiplets to buffer the signals if simpler signalling is used (for lower power).
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2.8.2 Test, Reliability, and Serviceability

Bare dies are difficult to probe because of the small size of the I/O pads. However, significant

progress has been made in bare die testing techniques, primarily driven by need for known good

die in 2.5D and 3D IC technologies [70, 71]. Some examples include temporary packages [72, 73],

wafer level burn in and test [74, 75], die-level test [76], and built-in self testing mechanisms [77, 78].

A packageless processor may be more susceptible to environmental agents (radiation, moisture,

etc.) than its packaged counterpart. Layer of radiation hardening material (e.g., SiC/H, Boron-10,

etc.) can be CVD deposited to protect against radiation . Also, in many cases, package itself

is the source of radiation which in the packageless case is omitted. Similarly, the IF-assembly

can be passivated with a CVD-based coating, which protects it from moisture and salt intrusion.

Furthermore, we apply a hermetic sealant around the edges of the dies to prevent environment

agents to get beneath the dies and corrode the copper pillars. External heatsink(s) provide additional

environmental protection when used. Finally, the chip-to-wafer bonders have necessary (e.g. for

ESD) protections to avoid any charge accumulation on the chip as well as the Si-IF.

While soldered or socketed components can be replaced in conventional PCB based integration

schemes, replace, rework, or upgrading components is relatively difficult for Si-IF based systems

since de-bonding metal-metal joints is a complex process which requires high temperature to melt

the bond joint. As such, the benefits of Si-IF must be weighed against serviceability concerns

(MCMs, MDPs, 3D integration, etc., also provide improve performance and energy efficiency at the

expense of serviceability).

Serviceability of Si-IF-based systems can be improved through redundancy and self-repair. While

these solutions incur additional costs, the considerable cost reduction from the proposed approach

should defray these costs in many applications. Also, redundancy/self-repair costs can be reduced.

For example, if a specific component is prone to frequent failure, it may be soldered or socketed,

instead of TC-bonded, to improve serviceability (we already have a mix of solder/socket and copper

pillar TCB on some of our prototypes). While this reduces I/O count, area and TDP benefits remain.

Even the I/O costs can be minimized. As one example, DRAM chips have low I/O density and

are prone to faults; they can use conventional solder bumping or placed in soldered sockets, while
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processor chiplets can be TC bonded (using copper pillars) to support large I/O count.

2.8.3 System Level I/O Connections and Mechanical Installation

External I/O connections would be made at the edge of the Si-IF to allow the rest of the surface to

be covered using the heat sink. Conventional plug connectors or solder based connections can be

used for signal and power delivery to the Si-IF. Silicon is much more robust than FR4 used to build

PCBs (compressive strength of 3.2-3.4 GPa vs 370-400 MPa) and can easily handle the normal

insertion force of a plug connector (few MPa to a few 10s of MPa), especially with backside support

(e.g., backside heat sink) - our 700 µm-thick prototype kept flat on a chuck was intact even when a

compressive stress of 1.5 GPa was applied over 0.13 mm2. Even with minimal backside support,

silicon is much more robust than the PCB (Ultimate Tensile Strength (UTS) of 165-180 MPa vs

70-75 MPa).

There are several options for installation. In case of server chassis, the complete system-on-wafer

can be inserted using low force insertion sockets. Alternatively, in implementations with external

metal heatsink(s), the heatsink(s) can be bolted to the chassis. If heatsinks are not required on both

sides, backside heatsink will be preferred to provide support. The other side can be optionally

covered using a robust material , e.g., metal plate. In case of cellphones, Si-IF can be held with

mechanical jaws or can be fixed using a thermally conductive glue.

2.8.4 Manufacturing Challenges and Cost

The Si-IF integration required to enable effective packageless processing relies on metal-metal

thermal compression bonding of copper. After the initial TCB process of 3 sec bonding at ∼250◦C

interface temperature, batches of bonded wafers undergo thermal annealing for about 6-8 min at

∼150◦C to enhance bond strength and reduce tail probability of bond failures [4] - potentially

decreasing the throughput of the manufacturing process. Maskless lithography is used to pattern

large area, fine-pitch interconnect on Si-IF which can also have throughput concerns. Further

improvements in large area patterning may be needed for volume production.

Removing the package has significant cost benefits since for many processors, packaging costs
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are often about 30-50% of the total processor cost [79,80]. Also, the significant area reduction from

packageless processing should lower costs even further. As an example, the baseline 8 memory

channel, 3D memory system will have area of 1048 mm2 (608 + 8*55) in Si-IF and 5467 mm2

(320*8+2907) on packaged PCB. A processed silicon wafer with a 90nm global layer back-end

(enough to sustain 2 µm pitch) is roughly $500 per 300 mm wafer. Moreover, the die-to-Si-IF

bonding is performed using industry standard die-to-substrate bond tools with small upgrades.

Assembly cost per system is therefore expected to be around $15. For packaged systems, just

the cost of packages is roughly $44 (3*8 + 20) per system [81]. Similarly, since wire pitches in

Si-IF are several microns wide (2-10 µm), Si-IF fabrication is performed using older technology

node (90nm/180nm) processes that support these wire pitches. As such, the fabrication cost is

low. High performance multi-layer PCBs often cost a few hundred dollars while having much

lower compute density than that of Si-IF. Finally, since Si-IF provides large form factor benefits,

performance density per volume goes up. This has the potential to decrease the overall total cost of

ownership [82].

2.8.5 Other Architectural Implications and Use-case Scenarios

In addition to the architectural techniques explored in this work to exploit the benefits of packageless

processors, there exist several other micro-architectural optimizations that may be used in the context

of packageless processors. For example, aggressive prefetching techniques [83] can leverage the

availability of ultra high bandwidth. Similarly, architectures without L3 may be promising for

applications where the reduction in L3 miss penalty can offset the effect of L3 miss rate. Also,

TDP and area benefits can be utilized by introducing heterogeneous computing, such as GPUs,

accelerators, DSP modules, etc. Moreover, since interconnect links are shorter in Si-IF, Ldi/dt

noise would be smaller. Not only does this potentially reduce the number of decoupling capacitors

required on the chip (or inside the package) thereby reducing chip area (or making it available for

additional features), inductive noise driven constraints on frequency and timing of power gating,

DVFS [84] etc can also now be relaxed. Finally, it may be possible to build wafer-scale systems

using the Si-IF integration technology - such systems, in turn, may enable large neural network

accelerators, GPUs, and microdatacenters.
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2.9 Summary and Conclusions

Processor packages can significantly impact the bandwidth, allowable TDP, and area taken up by

a processor. We proposed packageless processors - processors where the packages are removed

and PCB-based integration is replaced by a Silicon Interconnection Fabric, a novel interconnection

technology that involves mounting dies directly on a silicon wafer using copper pillar-based I/O pins.

We showed that packageless processors can have one to two orders of magnitude higher memory

bandwidth, up to 70% higher allowable TDP, and 5X-18X lower area than conventional packaged

processors. These benefits can be exploited to increase processor performance. For a set of NAS

and PARSEC benchmarks, we showed performance improvements up to 58% (16% average), 136%

(103% average), and 295% (80% average) resulting from improved memory bandwidth, processor

TDP and processor footprint respectively. For the same performance, packageless processing

reduces compute subsystem footprint by up to 76% or equivalently increases TDP by up to 2X. The

benefits from packageless processing should only increase with increasing I/O and performance

demands of emerging applications and processors.
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CHAPTER 3

Pathfinding for Chiplet Interconnect Technologies

As conventional technology scaling becomes harder, 2.5D integration provides a viable pathway

to building larger systems at lower cost. Therefore recently, there has been a proliferation of

multiple 2.5D integration technologies that offer different interconnect characteristics such as wiring

pitch, bump/pad pitch, inter-die distance, etc. All these factors affect the interconnect metrics of

bandwidth, latency and energy-per-bit which ultimately determine system performance. There are

other factors such as the choice of ESD circuitry, dicing technology and signaling voltage that also

influence these interconnect metrics. In this work, we propose a novel pathfinding methodology for

2.5D interconnect technologies, which seeks to identify the trade-offs among the different factors

which affect the performance metrics. We show that incessant scaling of the critical dimensions

of the interconnect is not very useful. We emphasize the importance of managing ESD and dicing

in improving energy efficiency of these interconnects. We also show that a heterogeneous chiplet

ecosystem comes with significant I/O energy penalties. Overall, we demonstrate that a holistic

approach considering features of 2.5D integration technology, chiplet technology and various other

factors need to be considered and optimized simultaneously to maximize the performance and cost

benefits of these integration solutions.

3.1 Introduction

On one hand, transistor scaling is becoming more difficult and costly; on the other hand, the

demand for larger System-on-Chips (SoCs) is growing rapidly as a result of growing need for

performance. Large monolithic implementation of SoCs in advanced technology nodes often suffer

from yield issues and are costly to design and manufacture. As an alternative, instead of building
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large monolithic dies, the components of an SoC can be separately manufactured in to disparate

chiplets and integrated on a separate interconnect substrate shown in Fig. 3.1. These chiplets would

be smaller, thus resulting in better yield of manufacturing, and the chiplets can be manufactured in

suitable technology nodes for additional cost and performance optimization opportunities [10, 85].

However, to enable SoC like performance and energy efficiency, the interconnects on the substrate

should closely resemble those of on-chip interconnects. Unlike conventional multi-chip module

(MCM) substrates [86, 87] or PCB based interconnects which have coarse interconnect bump

and wiring pitch, recent advancement in 2.5D technologies (such as silicon interposer [5]) allow

communication between chiplets at high bandwidth, energy efficiency and low latency. This is

achieved by: (1) manufacturing the substrates using mature semiconductor back-end-of-the line

(BEOL) technology, such as 65nm or 90nm process node and (2) using fine-pitch µbumps1 (pitch

of below 70µm) to connect the flip-chip bare dies to the integration substrate for larger I/O density.

Therefore, these technologies enable high performance multi-chiplet systems without the traditional

off-chip communication bottlenecks.

Several chiplet integration technologies have already been commercialized and many others are

under active development. Examples include TSMC’s CoWoS [6, 88], InFO [89], Intel’s EMIB [7],

Samsung I-Cube [90], Amkor’s CoS, CoW, HDFO technologies [91], Silicon Interconnect Fabric

(Si-IF) [92, 93], etc. These technologies offer minimum µbump pitch in the range of 10µm - 65µm,

minimum wire pitch in the range of 0.4µm - 4µm, and 2-4 layers of metal routing.

The number of links between dies and the characteristics (bandwidth, energy, latency) of these

links depend on multiple factors such as µbump/copper pillar sizing, wire sizing, inter-die spac-

ing (length of the links), number of metal layers available for routing, ESD circuitry, etc. Past

research [94, 95] has focused on one or few of these factors and discussed their scaling impacts. In

this work, we focus on silicon based 2.5D interconnects such as silicon interposer, EMIB and Si-IF

and comprehensively investigate all the multiple factors that affect the energy-bandwidth-latency

scaling of inter-die links and highlight the trade-offs that exist between them. We develop a 2.5D

interconnect pathfinding framework that takes all the design parameters as inputs, along with tech-

1In this work we use µbump to refer to copper pillars, solder bumps or other bonding interfaces.
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Figure 3.1: Cross-section view of two 2.5D substrates: (a) Silicon Interposer [5, 6], (b) EMIB [7].

nology constraints and system design requirements (e.g. perimeter bandwidth density) and ranks

all possible substrate designs in descending order of parameter set dimensions and energy-per-bit.

We then analyze the link energy-per-bit and perimeter bandwidth density of these design points to

understand and evaluate the trade-offs that come with scaling the critical dimensions of the multiple

design parameters. Knowing this would help understand the exact parameters that need to be scaled

in order to obtain substantial link energy, bandwidth and latency gains. For example, for a fixed

number of routing metal layer, ESD capacitance and minimum inter-die link length, what is the

optimal wire and µbump pitch beyond which scaling down only incurs additional manufacturing

cost overhead while providing negligible benefits?

The rest of the chapter is organized as follows: Section 3.2 discusses the interconnect pathfinding

framework flow and the different components of our interconnect model that we used in our

analysis. Section 3.3 covers our detailed analysis and highlights the main takeaways from our

study. Section 3.4 discusses the trade-offs between designing a 2.5D interconnect substrate for

homogeneous vs. heterogeneous chiplet ecosystems. Section 3.5 concludes the chapter.
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3.2 Chiplet Interconnect Pathfinding Framework

In this work, we propose a framework that evaluates trade-offs that come from scaling and vary-

ing physical link and interconnect substrate parameters. The framework helps assess return on

(technology) investment in inter-chiplet interconnect and integration substrate.

3.2.1 Pathfinding Flow

Fig. 3.2 shows the chiplet interconnect pathfinding framework flow. The framework takes system

design parameters (wire and µbump dimensions, number of metal routing layers, minimum link

length), technology constraints (ESD capacitance, inter-layer dielectric[ILD] thickness, wire thick-

ness, inter-die spacing, etc.), and system constraints (e.g., perimeter bandwidth density) as inputs.

Based on the inputs, the 2.5D interconnect design space is enumerated. For each interconnect design

(a set of parameter values), we apply the interconnect length model and wire parasitic model to

compute the maximum inter-die link length and the link parasitics. Based on this, we calculate the

maximum load that needs to be driven by the transmitter. We assume that homogeneous transceiver

circuitry would be used for all the neighboring inter-die communication links and therefore, we

appropriately size the transceiver circuitry to support the maximum inter-die capacitive load. The

models and transceiver circuit are then provided as inputs to our HSPICE [96] based simulation

framework to calculate the latency and energy-per-bit for each design. Once the link characteristics

are enumerated for all designs that meet the system constraints, the framework ranks the designs in

descending order of parameter set dimensions and energy-per-bit.

3.2.2 Interconnect Modeling

In 2.5D integration, bare chiplets are directly bonded on the interconnect substrate. Since the

dies are un-packaged, inter-die spacing is small and the link lengths can be as small as 100µm

and usually the maximum length of the inter-die wires is about 5mm. Moreover, since abundant

interconnect wiring resources are available in the 2.5D substrates, they are operated at a few GHz

and the interfaces are usually designed as parallel interfaces instead of serialized/de-serialized
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Figure 3.2: Chiplet interconnect pathfinding framework

Figure 3.3: Distributed wire model for interconnect link. Cpad is the pad/µbump capacitance, Cesd

is the capacitance introduced by the ESD protection circuitry, Rw/N and Cw/N are the wire segment

resistance and capacitance respectively.

interfaces (SerDes [97]) that are used in conventional coarse-grained interconnect substrates. As a

result, the transmitters and receivers can be designed using simple appropriately-sized cascaded

inverters. We build link and µbump models to calculate the inter-die link parasitics and maximum

length, and µbump parasitics based on the input parameter dimensions. We also appropriately size

the transmitter circuitry based on the load it is driving. Next, we describe the components of our

model in detail.

Modeling Wire Parasitics: In this work, we model repeater-less interconnect links that are found

in today’s passive integration substrates using a multi-segment Π model as shown in Fig. 3.3. We
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explore multiple wire and I/O pad parameters such as width, length, spacing. For each combination

of these parameters, we calculate the link parasitics using the model proposed in [98] and validate

the results against experimental results in [99]. We take in to account both neighboring wire coupling

capacitance as well as the substrate ground capacitance.

The typical wire lengths in these interconnect technologies do not exceed a few millimeters.

Therefore, the inductance effect is negligible [99] and the links behave as RC links. We further

verified this effect by including inductance in a subset of our experiments.

Modeling Interconnect Link Length: Multiple columns of staggered I/O µbumps are used to

support the interconnect wires that escape the periphery of the die per routing layer. In Fig. 3.4, we

show an example with µbump pitch that is 4x of the wire pitch. To support the maximum possible

wire density that can escape in one layer, four columns of I/O µbumps are required. As the ratio

of µbump pitch to wire pitch increases, the number of I/O columns also increases. In addition to

this, as the number of routing layers increase, the number of columns of µbumps increase as well.

Therefore, the maximum length of the interconnect link increases as the columns grow orthogonal

to the edge of the die. We calculate the worst case link length (lmax) using equation 3.1. It can be

seen from equation 3.1 that scaling down the µbump pitch not only reduces the number of columns,

it also reduces the additional link length per I/O column as shown in Fig. 3.5. As lmax increases, the

capacitive load as well as resistance of the link increases.

lmax = lmin +(
IOpitch

wirepitch
)× IOpitch × (2×Nlayers −1)− IOpitch (3.1)

where, lmin is the minimum distance between the µbumps in the neighboring dies, Nlayers is the

number of routing layers as shown in Fig. 3.4. lmin primarily depends on two factors: (1) inter-die

spacing, and (2) distance of the first column from the edge of the die. Inter-die spacing can range

from as low as 50µm (requires precise die placement and low die edge roughness) [7, 88, 93] to

usually a few millimeters [100]. The first I/O column is placed at a distance from the edge of the die

to accommodate dicing channel and sealring. This distance varies across foundries and processes

and usually lies between 50µm - 200µm. Therefore, lmin has to be at least 150µm.
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Figure 3.4: Top-down view of two dies on a 2.5D substrate with µbumps and interconnect wiring

on multiple layers.

Figure 3.5: Smaller µbumps help reduce the interconnect length.
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(a) Energy-per-bit

(b) Bandwidth-per-mm

(c) Energy-per-bit per bandwidth-per-mm

Figure 3.6: Scaling of energy-per-bit, bandwidth-per-mm and their ratio with µbump pitch and

wire pitch for two metal routing layers (Cesd=50fF, lmin=150µm).
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(a) Energy-per-bit

(b) Bandwidth-per-mm

(c) Energy-per-bit per bandwidth-per-mm

Figure 3.7: Scaling of energy-per-bit, bandwidth-per-mm and their ratio with metal routing layers

for fixed wire pitch and two different µbump pitch values (Cesd=50fF, lmin=150µm).
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Table 3.1: Parameter values used in our analysis

Parameters Values

wirepitch (width=spacing) {0.5, 1, 2, 4} µm

IOpitch (width=spacing) {4, 8, 16, 32, 64} µm

Wire thickness aspect ratio 1.5x (of wire width)

ILD thickness ratio 2x (of wire thickness)

Min. bump-to-bump dist. (lmin) {50, 150, 500, 1000, 2500} µm

ESD capacitance (Cesd) {0, 20, 50, 100, 200} f F

Metal routing layers (Nlayers) 1, 2, 4

Flip-Flop - tclk−Q+setup (45 nm) 62ps

Modeling I/O µbump Parasitics: We calculate the capacitance of a µbump (Cpad) using the

model proposed in [101]. We augment this model by accounting for the coupling capacitance

added by the surrounding µbumps and validate the results against the capacitance values presented

in [48, 99].

Electrostatic Discharge (ESD) Circuitry Overhead: The individual dies that are placed on the

interconnect substrate have to go through multiple post manufacturing processes like die thinning,

known good die (KGD) testing, bonding etc. As such, the chiplets are prone to electrostatic

discharge related incidents which can potentially damage the I/O circuitry resulting in die yield

loss [102]. Therefore, the I/O pads need protection against these catastrophic ESD events, and is

provided using large-sized high current carrying diodes. These diodes add significant capacitive

load to the interconnect. We model this capacitive load as additional capacitors (Cesd) [48] on either

end of the interconnect wire as shown in Fig. 3.3.

Transceiver Sizing: A cascaded inverter transmitter is used starting with the minimum sized

inverter for a given technology Process Design Kit (PDK) and subsequent stages sized to drive a

load equivalent to fan-out of four or less. We change the number of stages depending on the amount

on load the transmitter is driving. The maximum sized inverter that we use is 128x the minimum
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size (five stages). The receiver is designed using two minimum sized inverters.

Table 3.1 shows the parameter exploration space for all the components of the interconnect model.

We use HSPICE [96] and 45nm PDK to simulate the model and measure energy-per-bit, propagation

delay/latency, rise/fall times. We calculate energy-per-bit by averaging over a pseudo-random binary

sequence (PRBS). To calculate the maximum achievable bandwidth, we assume two flip-flops on

either side of the interconnect link and consider the clock-to-Q delay and setup time in addition

to the link latency. Moreover, we use three different technology nodes to show the trends from

technology scaling.

3.3 How Should We Scale the Interconnect Substrate?

As mentioned earlier, there has been a recent trend in scaling the µbump size and pitch. Conventional

µbumps are made of solder and thermo-compression bonding is used while attaching the die to the

substrate. However, solder extrusion issues limit the scalability of the µbumps. Several alternative

technologies such as solder-on-copper-pillar [103] and direct copper-to-copper bonding [93] has

been proposed to shrink µbump size and pitch to sub-25µm and sub-10µm range, respectively.

Though this allows us to pack more µbumps under the die area, these advanced processes are often

more complicated and adds to the cost of bonding and assembly. Here next, we evaluate the efficacy

of µbump scaling on the characteristics of the inter-die link.

Scaling µbump pitch vs wire pitch: We study the impact of scaling down the µbump pitch on

energy-per-bit and perimeter bandwidth density for three different wire pitches and three different

metal routing layer schemes. We keep lmin and Cesd fixed at 150 µm and 50 f F , respectively. Scaling

down µbump pitch while keeping the wire pitch constant (shown in Fig. 3.5) decreases the number

of staggered I/O columns needed per routing layer to support all the wiring, which, in turn, leads to

a reduction in the maximum inter-die link length. As seen in Fig. 3.6a, for the same wire pitch, the

energy-per-bit reduces as µbump pitch is scaled down from 64µm.

However, Figures 3.6a, 3.6b and 3.6c show that scaling down the µbump pitch indefinitely does

not improve energy-per-bit or bandwidth. This is because eventually the parasitics coming from
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lmin portion of the wire, Cesd and Cpad dominate. Due to the maximum link length dependence,

the µbump pitch beyond which the benefits saturate increases with increase in wire pitch. This

“saturation” happens at µbump pitch of 16µm for a wire pitch of 1µm and at 32µm for a wire pitch

of 4 µm (e.g. in EMIB). Therefore, for a fixed wire pitch, incurring additional processing cost

to reduce the µbump pitch beyond the saturation knee point might not be beneficial in terms of

improving the link characteristics.

Takeaway: Incessant scaling of µbump pitch is not beneficial as the wire load is eventually

dominated by ESD capacitance and inter-die separation.

Impact of additional metal routing layers: To support higher bandwidth density, one option is

to increase the number of metal routing layers. This results in an increase in the the total amount of

wiring per unit die edge. However, the number of I/O columns required to support all the wiring

also increases. This, once again, leads to an increase in the worst case link length. In order to offset

this effect, it is beneficial to scale down the µbump pitch as seen in Figure 3.7.

Another interesting observation is that even though increased number of metal layers help increase

wiring resources, beyond a certain µbump pitch (>16µm), the added parasitics because of longer

wires completely offset the gain from increased wiring and adversely affects the bandwidth/mm.

This can be seen in Figures 3.7a and 3.7b. For the wire pitch of 0.5µm and µbump pitch of

32µm, the bandwidth/mm with four routing layers is 5x lower than that with a single routing

layer. This is especially true at low wire pitch values where the wire resistance, and coupling and

area-fringe capacitance values are high. The opposite is true for smaller µbump pitch (<16µm)

where increasing the number of metal layers increases the bandwidth almost linearly while having

negligible (< 1.5x when increasing from 1 to 4 metal layers) impact on energy-per-bit. Hence, the

energy to bandwidth ratio in Fig. 3.7c decreases with increase in metal routing layers for µbump

pitch of 8µm.

Takeaway: Increasing the number of wiring layers must be accompanied by a correspond-

ingly smaller µbump pitch to derive bandwidth benefits from available increased wiring.
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Comparison with µSERDES scheme: We also compare the link bandwidth and energy-per-

bit with a µSERDES scheme. We use Nvidia’s on-chip Ground Referenced Signaling (GRS)

scheme [104] as the baseline for comparison against parallel interfaces on 2.5D substrates. The

GRS links for which the energy-per-bit and bandwidth/mm values are plotted in Figures 3.6a

and 3.6b have a wire pitch of 2µm, reach of 2-2.5mm and run at 16GHz. As can be seen in

Figure 3.6b, parallel interface with wire pitch of 1µm, can achieve comparable bandwidth as that of

the serialized/de-serialized GRS link. However, the parallel interfaces on 2.5D substrates achieve

that bandwidth at a much lower energy cost. For example, with two metal routing layers, a parallel

interface of 1µm wire pitch and 16µm µbump pitch has almost the same reach and achieves the

same perimeter bandwidth density as GRS but at 4.5x lower energy cost. This is because, as

mentioned earlier, the parallel links operate at a few GHz and the simple transceiver circuitry has

negligible energy overhead. We show this later in Fig. 3.12 that transceiver circuitry energy is less

than 10% of the total link energy. On the other hand, serialized/de-serialized links have much larger

transceiver overheads that often dominate the overall link energy. With even smaller wire pitch, the

parallel interface bandwidth/mm can be higher than the GRS links. However, the µbump pitch has

to be scaled down significantly (16 µm or lower) to achieve any bandwidth benefits (Fig. 3.6b) and

below 32µm for any bandwidth-normalized energy gains (Fig. 3.6c).

Takeaway: High bandwidth systems which want to move away from complex, energy-hungry

serial links should aim for µbump pitches smaller than 16µm, and µbump pitches below

32µm are essential for leveraging parallel link energy efficiency benefits.

Impact of ESD capacitance (Cesd): Cesd adds a significant amount of load to the interconnect

link. In general, about 50 f F capacitance is added by the ESD diodes on each side of link [48].

When the maximum link length is small, Cesd dominates the link energy and latency. Therefore as

mentioned earlier, reducing the link length or reducing the bump pitch (i.e., below the knee points

in Fig. 3.6) doesn’t help in improving the overall link characteristics.

On one hand, with strict ESD control in modern advanced foundries during manufacturing, testing

and bonding, the amount of ESD protection required is expected to decrease [105]. On the other

hand, the 2.5D ecosystem is expected to accommodate dies from different foundry sources including
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Figure 3.8: Energy-per-bit scaling with Cesd and µbump pitch (lmin=150µm, wirepitch=1µm,

Nlayers=2).

older non-advanced foundries. As a result, some dies can in fact come with ESD circuitry with even

larger amount of capacitance such as up to 200 f F to 300 f F [95, 105]. Here, we perform sensitivity

analysis of ESD diode capacitance overhead.

As expected, in Figures 3.8 and 3.9 we see that when Cesd increases, even at smaller µbump sizes,

the energy-per-bit and bandwidth density are considerably worse. Moreover, energy-per-bit and

bandwidth degrades by a smaller fraction when moving to larger µbump sizes than compared to the

case when Cesd is small. This is due to the smaller amount of load that is added by the additional

wire length compared to the fixed overhead of Cesd when its value is large. Alternatively, if Cesd is

small, µbump scaling can provide larger gains in energy efficiency and bandwidth.

Interestingly, reducing Cesd from 200fF to 50fF gives energy/bandwidth benefits comparable to

reducing bump pitch from 32µm to 16µm. Therefore, it may be worthwhile to control ESD events

in the entire manufacturing and handling process rather than moving to an aggressive (and costly)

µbump size.

Takeaway: Cesd can be used as a lever to scale both energy-per-bit and bandwidth and can

enable us to stay at larger µbump pitches.
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Figure 3.9: Bandwidth density scaling with Cesd and µbump pitch (lmin=150µm, wirepitch=1µm,

Nlayers=2).

Impact of inter-die spacing and dicing overhead: Inter-die spacing and dicing related guard-

bands impact the minimum distance between the µbumps on adjacent dies. Usually, mechanical

dicing (using dicing saw) is used to singulate the dies on a wafer. This process often creates rough

die edges and therefore the width of the die can vary by up to 50µm. Though advanced place and

bond tools can achieve inter-die spacing of 50µm or less [88, 93], the dies are usually placed apart

at minimum by more than 100µm to avoid die-to-die collision during bonding. Moreover, stress

fracture and cracking at the edge of the die is a common occurrence with mechanical dicing [106]

and therefore, seal ring and crack stops are added around the perimeter of design of the die [107];

this also affects lmin. On the other hand, plasma etch based dicing solutions [108] claim to reduce

the die edge roughness as well as have minimal mechanical stress. Therefore, these solutions can

reduce the overhead to below 10µm which can potentially reduce lmin to about 50µm. Next, we

analyze the effect of inter-die spacing on energy-per-bit and bandwidth density of 2.5D substrates

to understand if and when advanced processing for die singulation and better inter-die spacing is

required.

Similar to the effect of Cesd , the capacitive load added by the minimum length wire (lmin) affects
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Figure 3.10: Energy-per-bit scaling with lmin and µbump pitch (Cesd=50fF, wirepitch=1µm, Nlayers

= 2).

overall link characteristics. As shown in Figures 3.10 and 3.11, as lmin decreases, the link character-

istics improve. However with Cesd of 50fF, reducing the inter-die separation to below 300µm seems

to have limited use. 300µm is easily achievable using current generation dicing processes and place

and bond tools, indicating that technology investment into better dicing technologies may provide

limited benefit. Tighter inter-die spacing would be more useful only if ESD protection requirements

can be reduced significantly.

Takeaway: Inter-die separation of 300µm which is achievable by current generation dicing

and die placement processes is good enough.

3.4 Interconnects in the Chiplet Ecosystem

As mentioned earlier, 2.5D interconnects can help lower system costs by enabling us to partition

larger monolithic dies and re-integrate smaller and high yielding component dies on a 2.5D substrate.

On the other hand, the chiplet based eco-system promises to be a platform for heterogeneous

integration where chiplets from different technologies and vendors can be assembled to build

customized and cost-performance optimal systems. These two use cases have dramatically different
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Figure 3.11: Bandwidth density scaling with lmin and µbump pitch (Cesd=50fF, wirepitch=1µm,

Nlayers=2).

effect on the characteristics of the 2.5D interconnects as the design of the transceivers has to be

done differently for the two cases.

For the case where all the chiplets come from the same technology, the transceivers on all the

chiplets would be homogeneous and can be designed to operate at the core voltage offered by the

technology. As the technology node scales down, the voltage of operation usually reduces. This

has a quadratic impact on the energy required to switch the wire load. In Fig. 3.12, we show the

energy-per-bit scaling of the interconnects for the different technology nodes of the transceiver

circuitry for iso-bandwidth case (the transceivers were sized appropriately).

On the other hand, in a heterogeneous chiplet scenario, the chiplet operating at the highest voltage

will determine the peak voltage of operation for the interconnect. Therefore, even though a chiplet

can be manufactured in an advanced technology node, the benefits of voltage scaling won’t be

available. In order to operate transistors in advanced technology node at higher voltage, thick

oxide devices may need to be used which could further degrade drive strength. This would require

larger transistors resulting in increased transceiver energy although we expect the impact to be

small (fraction of the energy spent in the transceiver itself, as shown in Fig. 3.12, is less than 10%).
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Figure 3.12: Total link energy and transceiver energy as % of total energy for for dielets (transceiver

circuitry) from four different technology nodes. Link length: 1.5mm, W/S:0.5µm, Cesd:50fF.

The minimum operating voltage of the link will be governed by the oldest technology the chiplet

ecosystem supports. For example, in Fig. 3.12, a link that supports 45nm-12nm heterogeneous

integration will be 70% less energy efficient than 12nm homogeneous integration link.

Takeaway: Link efficiency requirements may need to limit the technologies supported by a

chiplet ecosystem.

3.5 Discussion and Conclusions

Several commercial products today such as Nvidia and AMD GPUs, Xilix and Intel FPGAs, etc.

use 2.5D substrates such as CoWos and EMIB to build large systems. As the demand for data-

intensive and highly parallel applications grows and technology scales to fit in more compute per

die, the amount of resources dedicated to 2.5D interconnect substrates is likely to rise. Therefore,

it would be important to scale these interconnects in order to achieve performance and energy

scaling proportional to the rest of the system. Nevertheless, it is important to keep a full-system

perspective. As an example, let us consider high bandwidth memories (HBM) integrated on silicon
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interposers that are used in high performance systems today. For HBM2, about 10%-15% (0.4pJ

out of 3.9pJ) [109] of memory access energy is used to shuttle data between the memory and

compute dies. Memory energy itself would be a fraction of total compute energy (∼20% for

GPUs [110]) implying system-level energy benefits may be modest from link energy improvements.

However, the benefits may be more significant when the non-interconnect part of memory energy

is improved or for specialized communication-limited applications such as graph processing or

streaming architectures.

Several efforts have been underway (e.g. DARPA CHIPS program [111], Open Compute

Project [112]) to design interfaces and protocols to allow multiple chips to communicate. The

implementation of these protocols require additional logic which ultimately adds to the inter-chiplet

communication overhead. At just 0.1 pJ/bit of link energy or less, large amounts of bandwidth, e.g.

10TBps, can be supported with about 8W of power. However, protocol level logic and synchroniza-

tion requirements can add 2-5X extra energy overhead [113]. Therefore, alongside optimization of

2.5D interconnect parameters, lightweight and energy efficient protocols need to be designed to

enable overall communication energy reduction.

As conventional technology scaling becomes challenging, 2.5D integration provides a viable

pathway to compose larger systems using smaller, high yielding dies. Therefore recently, there

has been a proliferation of different 2.5D integration technologies. However, the success of this

2.5D approach depends upon optimizing the performance benefits and cost for different use case

scenarios. In this work, we develop a pathfinding methodology for 2.5D interconnect technologies

and use it to study inter-chiplet interconnect performance and energy as a function of dimensional

and technology parameters. We demonstrate that a holistic approach considering features of 2.5D

integration technology, chiplet technology and processing techniques. Our analysis indicates that

beyond certain point, dimensional scaling (wire and bump pitch) provides marginal benefit in

terms of energy-per-bit and bandwidth density; while other factors such as ESD and chip dicing

technologies may provide additional levers for further interconnect scaling.
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CHAPTER 4

Design Space Exploration for Chiplet Assembly Based

Processors

Recent advancements in 2.5D integration technologies have made chiplet assembly a viable system

design approach. Chiplet assembly is emerging as a new paradigm for heterogeneous design at

lower cost, design effort and turnaround time, and enables low cost customization of hardware.

However, the success of this approach depends on identifying a minimum chiplet set which delivers

these benefits. We develop the first microarchitectural design space exploration framework for

chiplet assembly based processors which enables us to identify the minimum set of chiplets to

design and manufacture. Since chiplet assembly makes heterogeneous technology and cost-effective

application-dependent customization possible, we show the benefits of using multiple systems

built from multiple chiplets to service diverse workloads (up to 35% improvement in energy-delay

product over a single best system), and advantages of chiplet assembly approaches over SoC

methodology in terms of total cost (up to 72% improvement in cost) while satisfying the energy and

performance constraints of individual applications.

4.1 Introduction

Microarchitectural design space exploration for a general purpose processor is traditionally aimed

at determining the microarchitectural parameter values of one processor system that has the highest

performance or efficiency for a set of representative applications. The goal is to arrive at the one

system that has the highest performance or efficiency for these applications. However, applications

are often targeted by using a family of processors where each processor in the family targets a

subset of the applications. Consider Intel Xeon Product Family [114], for example. The product
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family targets non-consumer workstation [115], server [116], and embedded [117] applications

using different processors in the family. Even within Xeon Processor E7 family [115], there is a

large number of processors each targeting a different subset of workstation and server applications.

Using multiple systems to target applications provides an effective way to address heterogeneity in

workloads, objective functions (power vs performance), compute conditions (battery-powered vs

wall-powered), and cost.

Unfortunately, a countervailing trend—increasing processor design, verification, manufacturing,

and management costs [118] [119]—is putting immense pressure on the number of systems that

can be used to target applications. As these costs rise, designing and manufacturing a large number

of SoCs may become infeasible.

As a result, new design and assembly methods [120] [121] [122] [54] [123] are being developed

and commercialized where different chiplets can be connected using SoC-like low-latency and

high bandwidth interconnect substrates. Thus, a large processor SoC can now be disintegrated

into multiple smaller component chiplets and then reintegrated into a full processor system. In

fact, critical processor components can be partitioned into separate chiplets and integrated on these

high performance interconnects without significant performance degradation (<5%) compared to

SoCs [123]. Since smaller chiplets often achieve better yield, this approach may decrease overall

system cost. Moreover, one can create many systems using different combinations from a set

of chiplets, allowing a designer to tailor each system towards a particular subset of applications.

Therefore, reuse of chiplets across several systems can help amortize the cost of chiplet design and

improve turnaround time. Furthermore, chiplets implemented using different technology nodes can

be integrated into the same system - this may allow further reduction in design and manufacturing

costs. Overall, chiplet assembly is emerging as a new paradigm for heterogeneous design at lower

cost, design effort and turnaround time, and enables low cost customization of hardware. However,

the success of this approach depends on identifying a minimum chiplet set which delivers these

benefits. Algorithmically exploring the design space and then investigating cost, performance,

energy trade-offs of such chiplet-based customization is the goal of our work.

In this work, we ask three questions: 1) How should one set up the microarchitectural design space

exploration problem when a set of component chiplets will be used to build a set of systems to target
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different applications? 2) What are the microarchitectural characteristics of the different chiplets

and the corresponding systems when each system targets only a subset of applications instead of

the entire application set? 3) When total cost of design and manufacturing is concerned, what are

the benefits of chiplet based assembly method and what chiplets and corresponding systems need

to be built? We show that the design space exploration problem of identifying the best m chiplets

to build k system configurations for a set of n applications is qualitatively and computationally

very different from conventional design space exploration where k = 1. We present integer-linear

programming (IntLP) based formulations for solving this selection problem. This is the first work

on systematically performing a microarchitectural design space exploration when multiple systems

will be used to target applications. This is also the first study on a methodology to determine the

number and characteristics of chiplets required to target a set of applications. This work makes the

following contributions:

• We develop the first optimization framework for solving the multiple chiplet/system selection

problem.

• We show how chiplet assembly can deliver near custom system performance for every

application with relatively small number of chiplets.

• We consider minimization of total design/manufacturing cost by simultaneously solving

chiplet and technology selection. We also discuss chiplet characteristics when cost-aware

optimization is performed and show the conditions under which chiplet assembly can be a

major cost-saver compared to SoCs.

• We demonstrate the value of performing the chiplet design space exploration across different

suites of applications (high performance to embedded applications) rather than performing

the exploration per suite. Chiplets can be reused across different benchmark suites thus

maximizing opportunity of design cost amortization.

The rest of the chapter is organized as follows. Section 4.2 discusses representative work on

processor design space exploration and IP-reuse-based design. Section 4.3 motivates the value of

multiple systems as well the need for an effective multi-system optimization strategy. Section 4.4
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presents our optimization framework and cost model. Section 4.5 presents the experimental

setup where we discuss our methodology, workloads and system/chiplets evaluated and the cost

components. Section 4.6 discusses the results and the applicability of our framework in different

scenarios such as multi-core and heterogeneous systems. Finally, section 4.7 concludes the work.

4.2 Related Work

4.2.1 Processor Design Space Exploration

A large body of prior work on design space exploration has focused on exploring the various

parameters of a processor microarchitecture to maximize overall performance of a processor while

minimizing its power and energy overhead. Papaworth [124] discusses optimizing the micro-

architecture of the Intel Pentium Pro processors. Lee et. al. [125] propose a fast but accurate

processor design space exploration approach that estimates the performance bottlenecks in a single

core design and predicts the performance effects of tuning the bottlenecks. Frameworks such as

ArchExplorer [126], MULTICUBE [127], Magallan [128], and FADSE [129] enable automatic

design space exploration for multi-core architectures. Kumar et. al. [130] and Choudhary et.

al. [131] try to find configurations of cores for a heterogeneous chip multi processor (CMP) where

each core can be tuned for a class of applications sharing common attributes. However, in all these

works, the goal is to still find the one, best performing processor, instead of a selection of processors.

The closest related work is by Li et. al. [132] and Kin et. al. [125]. They explore a multi-

dimensional design space for multi-core architectures focusing on different related parameters of

a processor: area, power, pipeline depth, superscalar width etc. They argue that it is challenging

to accommodate different application classes (e.g., memory-bound and compute-bound) on one

processor system and, therefore, one needs to find the optimized parameters for each class of

applications. While these studies only focus on media processors, they motivate us to look deeper

into the paradigm of multi-system processor design space exploration.
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4.2.2 IP-Reuse based Design

IP (intellectual property) based design has been a dominant driving factor in the integrated system

design where pre-designed modules are reused as plug-and-play system components [133] [134].

SoC design methodology often uses available IPs to decrease the total design time. These IPs come

in different forms: soft, firm and hard [135]. They vary in terms of configurability, soft IPs being

fully configurable, while hard-IPs come as non-reconfigurable layouts. Automatic selection of IPs

from a library of IPs to match requirements has received attention [136].

An emerging method of hard IP reuse is chiplet assembly. With advancement in interconnect

technologies, novel integration schemes are now possible. Interposers [137], EMIB [54], silicon-

interconnect fabric [123], and wafer-level-fanout [138] technologies enable high bandwidth, low

latency communication between individual chiplets mounted on these interconnects. Recent effort

towards building systems have been reported in the works by Schulte et. al. [139] and Kannan et.

al. [140]. Schulte et. al. proposed an exascale computing system using chiplet based integration.

They argue that such a large system is not possible on one single silicon chip due to yield issues.

Smaller high yielding known-good-chiplets can be integrated on highly efficient interconnect at

reasonable costs. Also once a chiplet is designed, it can be reused in a multitude of systems.

MoCHI [141] is another technology to achieve an integration scheme where SoCs can be split

into multiple smaller cost-optimized modules and reintegrated without compromising system

performance.

In both these cases, the question of which chiplets to design and which systems to construct from

them to serve a set of workloads remains unaddressed. In this work, we provide a framework to

choose the best m chiplets to manufacture and target a wide variety of applications and the optimal

set of systems to build from them.

4.3 Motivation

Increasing the number of systems used to target performance and efficiency can have significant

benefits. Figure 4.1 shows the benefits across 35 workloads selected from four benchmark suites

- SPEC2006 [142], EEMBC [143], SPLASH-2 [144], and NAS Parallel Benchmark [63] - from
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Figure 4.1: Benefit of assigning each workload its best processor vs a processor optimized across

all workloads.

Figure 4.2: Benefit of assigning four processors optimized across all workloads vs four processors

each optimized for one of the four benchmark suites.
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assigning to each workload the best system available from a design space of 652 systems with

private L1s, private L2s and containing both in-order and out-of-order cores. The best system chosen

for each workload depends, of course, on the metric. Benefits are normalized to a single system that

performed the best across all workloads for that metric. As expected, without constraints on power

or area, CPI is minimized by selecting only one system, the largest issue width out-of-order core

with the biggest caches. For other metrics, while a selection of one system per metric covers a large

fraction of the workloads within 10% of optimal performance, there are significant improvements

which can be achieved by picking a custom system per workload. For example, radix shows a 2.1x

EDP improvement compared to the best average system, cactusADM shows a 1.9x improvement in

EDAP1 and povray shows a 1.6x improvement in EDA2P. As such, an effective exploration of the

processor design space to allow selection of the (near) best system for a given workload could be

very beneficial.

Since there is typically smaller variation within a single benchmark suite than across suites, one

may be inclined to subset the workloads into their respective benchmark suites and select a system

for each suite. Unfortunately, with this strategy there are still certain outlier applications which

are inadequately covered for some metric (Figure 4.2). This observation is consistent with prior

works [131], which suggested that in the context of heterogeneous multi-cores, after selecting five

cores to service average workloads, outlier workloads dominate core selection. When four systems

are selected per metric using our optimization algorithm (section 4.4.1), all of the outlier workloads

are covered within 10% of their optimal performance. Therefore, a systematic selection method is

necessary to maximize the benefits of having multiple systems while minimizing the number of

chiplets required.

Reducing the number of chiplets, processors, or processor component IPs can reduce the design,

manufacturing, assembly, and management costs. Section 4.4.1 describes how we formulate the

different multi-system processor optimization problems under different constraints for the number

1“The metrics of Energy-Delay-Area2 Product (EDA2P) and Energy-Delay-Area Product (EDAP) are examples of
comprehensive metrics that consider both performance and cost, including both the operational cost (energy) and the
capital cost (area). While a chip vendor may favor EDA2P as area2 provides an approximation to die cost in practice, a
system vendor could prefer EDAP as other fixed system costs such as memory and I/O reduce the overall system cost
dependence on chip multiprocessor cost. The new metrics are shown to reveal new design sweet spots that cannot be
found using other current metrics." [60]
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Figure 4.3: Illustration of the multi-chiplet selection problem.

of processors, processor component IPs, or chiplets.

4.4 Optimal Selection of Chiplets

Design-space exploration (DSE) of single core [124, 125], multicore [126, 129, 145] and heteroge-

neous multicore [130, 131] processors has received a lot of attention in the past decades. However,

in all these works, the goal is to find the one, best performing processor, instead of a selection of

processors. The potential gains from a multi-system approach, albeit in context of media processors,

have been discussed previously [125,132]. Our work identifies the systems, constituent chiplets and

technologies to build them in order to deliver adequate per-application performance.

In this section we describe a framework to select the m chiplets and the k systems to be built with
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Figure 4.4: Experimental methodology for design space generation.

these chiplets with the objective of either optimizing the EDP of the applications, or minimizing

total cost of the systems. In our experiments, we considered a system is composed of core+L1

and L2 chiplets; given a performance estimator, other chiplets with different functionality (L3,

accelerator etc.) can also be considered in the framework. Here, we assumed that all chiplets would

use standardized interface (physical layer, PHY) protocols to communicate with each other (e.g.,

Intel’s AIB protocol [113]). These protocols can usually be extended to support any width of the

interface and adds only one additional cycle of latency to the interface. The chiplets can still use the

same higher level protocols (e.g., packetization schemes) as in an SoC implementation.

When k = 1 (systems) or m = 2 (chiplets), the problem becomes the conventional design space

exploration problem. The nature of the problem changes for m > 2 or k > 1. For n possible systems,

the search space increases from O(n) to O(2n) going from single system to multi-system DSE. First,

we describe an integer linear programming (IntLP) framework to optimally solve the multi-chiplet

selection problem. When the number of chiplets/systems/workloads are large (>> 10,000), the

IntLP formulation can become computationally challenging where well known heuristic methods

can be used (e.g., LP relaxations). We focus on optimal solutions as, for our problem sizes, IntLP
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can be solved by commercial solvers [146] in few minutes. Furthermore, formulating the problem as

an IntLP gives us immense flexibility in setting up a variety of constraints and objectives within the

same optimization framework as would be illustrated by the experiments in the subsequent sections.

The notations used in this section are described in Table 4.1. First, in Section 4.4.1 we describe an

integer linear programming (IntLP) framework to optimally solve the multi-system/chiplet selection

problem. Our chiplet assembly cost model used for cost-aware optimization is described next in

Section 4.4.2.

4.4.1 IntLP DSE Framework

One can visualize the problem as shown in Figure 4.3. The micro-architecture design space is used

to constitute the set of chiplets and systems. For example, in our design space exploration with

single core systems, a system is considered to be composed of two chiplets, core+L1 and L2. The

initial set of micro-architectural parameters, such as size and associativity for L1 and L2 caches

and size, type, execution units, etc. for the core, could be used to determine the set of chiplets

and systems in the optimization problem. Here, the Ds
d edges indicate which chiplets are part of a

system. Multiple copies of the same chiplet microarchitecture may be included in the initial set of

the chiplets (D), representing different technology nodes. The set of system configurations (S) is

the set of all systems that can be composed out of the chiplets. Each application can be assigned to

run on any system and the cost (n-tuple containing the power, performance in cycles-per-instruction

(CPI), energy-per-instruction (EPI), energy delay product (EDP) and total cost) associated with that

is given by W a
s . In absence of chiplet constraints, the multi-system selection problem is related to

minimum maximal bipartite matching.

For a given set of chiplets and applications, we formulate the IntLP optimization as follows:
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Table 4.1: Notations

Notation Meaning

S Initial Set of all systems under consideration

A Set of applications

D Set of all chiplets under consideration

Va Estimated relative volume of systems running application a

xa
s 0 or 1 indicating whether s is used to service application a

xs 0 or 1 indicating whether system s is present in the final system set

W a
s n-tuple of metrics (EDP, CPI etc) when application a runs on system s

Np pth element of W a
s , p ∈ [1,n]

cs Area of system s

αa Area constraint for application a

χap Threshold value of parameter p for application a

Ds
d 0 or 1 indicating whether chiplet d is a component of system s

yt
d 0 or 1 indicating where chiplet d manufactured in technology node t is present in the final set

of chiplets

T Set of technology nodes in exploration

K Maximum number of unique systems possible in the final set of systems

L Maximum number of unique chiplets allowed in the final set of chiplets
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Minimize:

∑
a∈A

∑
s∈S

xa
s ∗W a

s .N j

Subject to:

∑
s∈S

xa
s = 1, a ∈ A (4.1a)

∑
s∈S

xa
s ∗W a

s .Np ≤ χap, p ∈ [1,n];a ∈ A (4.1b)

∑
s∈S

xa
s ∗ cs ≤ αa, a ∈ A (4.1c)

xa
s ≤ xs, s ∈ S;a ∈ A (4.1d)

∑
a∈A

xa
s ≥ xs, s ∈ S (4.1e)

∑
s∈S

xs ≤ K (4.1f)

yt
d ≥ Ds

d ∗ xs s ∈ S;d ∈ D; t ∈ T (4.1g)

∑
s∈S

Ds
d ∗ xs ≥ yt

d d ∈ D; t ∈ T (4.1h)

∑
d∈D,t∈T

yt
d ≤ L (4.1i)

The objective is to minimize the sum of a normalized metric, such as EDP, or total cost, over all

application-system assignments. Each metric is normalized for each application with respect to

the best possible custom system for that application. Note that other objective functions such as

maximizing performance, or different objectives for different applications can also be used.

Constraint (4.1a) assigns exactly one system to every workload. Constraint (4.1b) is used to

ensure that for metric p, the system k chosen for an application a is better than χap threshold. We

primarily use it to enforce a minimum normalized CPI or EDP constraint in our optimizations.

Constraint (4.1c) enforces application-specific area (or power) constraints (for example for low-cost

or thermally constrained systems). Constraint (4.1d) ensures that a system selected to service an

application is present in the final system set. Constraint (4.1e) guarantees that every system in the

final set services at least one application. Constraint (4.1f) is an optional constraint which upper

bounds the total number of systems selected to k. Constraints (4.1g) and (4.1h) ensure that a chiplet
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is chosen if and only if it is part of a chosen system. Constraint (4.1i) is optional and puts a cap on

the maximum number of chiplets allowed.

4.4.2 Chiplet Assembly Cost Model

Cost brings in an interesting dimension to the multi-chiplet selection problem. Migrating to an

advanced technology node provides benefits in terms of area and power but increases design and man-

ufacturing costs. Cost of a chiplet can be broken down into two major components: non-recurring

engineering (NRE) cost and volume-dependent recurring cost. NRE costs include architecture, RTL

design, IP validation, physical design, prototype, validation, and mask manufacturing cost. In our

cost model, we consider the cost difference between logic and SRAM as well. Due to its regular

structure, memory design is typically less expensive than logic of the same size. Moreover, SRAMs

typically use fewer metal layers resulting in lower manufacturing costs as well.

We assume the recurring cost to be the cost of wafer fabrication. Yield and process complexity

are the primary factors which determine the fabrication cost. Advanced technology nodes require

larger number of process steps on more expensive equipment, increasing manufacturing costs.

We use the yield learning model given in [147] to model the yield improvement over time so as to

account for process maturity.

Y (t) = Yasymp × (1− exp(−ct)) (4.2)

where Y (t) is the yield at time t after launch of the technology node. We considered 50% yield at

the time of process node introduction and that the yield reaches 95% when t=2 years. Yasymp is the

asymptotic yield determined by the die area (Adie), defect density (D0), clustering factor (α) and is

given by the well known negative binomial model

Yasymp =
(
1+

AdieD0

α
)−α (4.3)

Recurring cost of manufacturing (Cm f g) taking into consideration volume of dies required (Vd),

wafer cost (Cw), yield (Y ) and number of dies per wafer (Ndie) is given by
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Cm f g =
Vd ×Cw

Ndie ×Yield
(4.4)

We use the following objective function when total cost minimization is considered for chiplet

based assemblies:

∑
a∈A

(Va × (∑
s∈S

xa
s (C

int + ∑
d∈D

Ds
d ∗Cm f g

d )))

+(∑
d∈D

∑
t∈T

yt
d ∗NREt

d)+ ∑
d∈D

(∨t∈T yt
d ∗NREnt

d )

(4.5)

where Va is the volume of systems required for application a. Cint is the chiplet assembly/inte-

gration cost, Cm f g
d is the cost of manufacturing of chiplet d and is estimated using Eq. 4.4. NREt

d

is the technology dependent NRE cost which includes physical design, IP validation, prototype,

mask set cost, etc. NREnt
d is the technology agnostic NRE cost which includes architecture, RTL

development and verification etc. When a particular microarchitecture is used to build chiplets in

two different technology nodes, NREnt
d is amortized; however, NREt

d expense is required for every

technology node the chiplet is built.

The result of the IntLP solution is an optimal set of chiplets, the systems constituted out of the

chiplets and the application-system mapping.

4.5 Experimental Setup

4.5.1 Methodology

The methodology for our design space exploration is an iterative process consisting of three main

steps (Figure 4.4). First, we identified a set of interesting initial system configurations to explore.

This set of configurations (provided in Table 4.3) must be diverse enough so that changing any

parameter has a measurable impact on either power, area or performance of the system running

an application. In addition, these configurations should vary enough such that their range tightly

covers the range of application behavior.

Next, we performed a full factorial exploration of these initial system configurations. To evaluate
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performance of designs, we used Sniper [62], a fast trace-driven multi-core interval simulator. Sniper

is significantly faster than gem5: this is important because the sheer number of simulations required

for a full factorial exploration is large. We used the ROB-centric model in Sniper, which more

accurately models in-order cores and issue contention. We studied trade-offs related to multi-core

systems too. For the performance and energy calculation of multi-core systems considered in

section 4.6.2 and heterogeneous multi-cores in section 4.6.8, we made a simplifying assumption

that two single-threaded workloads running on separate cores of a dual-core system don’t interfere

and that their aggregate performance is the summation of the IPCs when each workload is run

individually on a single-core. Past works [130] have made such assumptions. However, we

also performed an experiment (in section 4.6.9) with homogeneous multi-core system running

multi-threaded benchmarks with a shared-L2 cache.

L2 cache access usually takes ∼ 10 cycles. For the performance simulations, we assumed that

the L2 caches have a 12 cycle access. Changing the latency by one cycle (due to interface protocol

circuitry) resulted in a negligible performance difference (worst case <3%) as most of the memory

accesses from the cores are served by the L1 cache which lies in the same chiplet as of the core.

Therefore, we used the same performance numbers for SoC and chiplet in order to avoid duplicate

simulation runs.

For area and power modelling, we modeled 22nm, 32nm and 45nm processes using McPat

1.0 [60], which is deeply integrated with Sniper. To calculate average power and energy for our

primary results, we excluded DRAM energy. We performed a sensitivity analysis of our results

when including DRAM and found that the trends and analysis were largely unchanged.

The design space of this initial set of systems is pruned using a canopy clustering technique

similar to [148] such that systems which are worse (or within 5%) with respect to the rest of the

systems for every metric of interest on all workloads are removed from consideration. We then

added new configurations to our reduced design space. This clustering usually cuts down the design

space by 3X-10X with negligible impact on eventual optimized metrics. This is important as DSE

runtime is dominated by microarchitectural simulation.

Lastly, we used the optimization algorithm described in Section 4.4.1 to select the best chiplets
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Table 4.2: Workloads Evaluated

Suite Benchmarks

EEMBC FFT, autocorr, convEn, binSearch, div, inSort, intAVG, intFilt, mult, rle, tea8

SPEC2006 perlbench, omnetpp, mcf, libquantum, astar, xalancbmk, leslie3d, calculix,

GemsFDTD, cactusADM, dealII, soplex, lbm, povray

SPLASH-2 cholesky, fft, radix, raytrace, ocean.cont, ocean.ncont

NPB BT, EP, MG, SP

and systems to cover the given workloads.

Runtime: The total runtime of an IntLP instance lies between 1-4 min depending on the contraints

while a Sniper simulation run for a particular system-workload combination takes about 20-30

minutes.

4.5.2 Workloads Evaluated

A diverse set of workloads were chosen by subsetting 4 benchmark suites - SPEC2006 [142],

EEMBC [143], SPLASH-2 [144], and NAS Parallel Benchmark (NPB) [63]. We chose 14 appli-

cations from SPEC2006 based on [149] in-order to demonstrate the diversity of the suite without

capturing redundant results between benchmarks. SPEC2006 applications were simulated using

100M-warmup, 30M-detail Pinballs [150] with maxK=10 (up to ten SimPoint regions are simulated

in total). Four benchmarks selected from NPB were simulated using 100M-warmup, 30M-detail

Pinballs with maxK=10 and input size W. Twelve benchmarks from the telecomm and automotive

suites of EEMBC were simulated by running them in a loop in detailed mode for 30M instructions.

SPLASH-2 benchmarks were run single threaded with fast-forwarding until the ROI (region of

interest) was simulated in full. A complete list of chosen benchmarks is shown in Table 4.2.
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Table 4.3: System parameters and their values

Issue-width 1, 2, 4 ROB (OOO) 32, 64 entries

I-Cache
8KB DM, 16 KB 2-way,

32KB 4-way, 64KB 4-way
L2 Cache

256KB, 1-way, 512KB, 2-way,

1MB, 4-way, 2MB, 8-way,

all 12 cycle access

D-Cache
8KB DM, 16KB 2-way,

32KB 4-way, 64KB 4-way dual ported
Memory Channel 533 MHz, doubly-pumped, RDRAM

Execution Units 3, 6 ITLB-DTLB 64-28 entries

IQ (OOO) 48, 96 Ld/St Queue 32 entries

4.5.3 Systems and Chiplets Evaluated

We relied on previous work [130] to make our initial design space selection with a few differences

in order to more accurately model the systems in Sniper which is based on a Nehalem-like archi-

tecture [151]. For instance, Sniper does not model the number of functional units, but instead

multi-purpose instruction ports, which can be used to service a subset of instructions. We provide

configurations for both a traditional Nehalem architecture and one with double the number of

instruction ports. Additionally, due to a lack of accurate functional modelling in Sniper, we did not

consider different physical register file sizes.

For this work, we considered that a single-core processor system is comprised of two chiplets:

core with L1 cache (core+L1 chiplet) and L2 chiplet. We considered the interconnect characteristics

to match those of the state-of-the-art chiplet assembly approach presented in [123]. With latency

and energy-per-bit overheads comparable to those of traditional SoCs, core+L1 and L2 chiplet

systems require no substantial microarchitectural changes compared to their single die counterparts.

We first performed simulations on all core (includes L1 caches) configurations, with a constant

1MB L2 cache. We fully explored these configurations and then trimmed the design space to a

smaller set using the clustering approach described earlier. We then simulated this reduced set

of cores with a wide range of L2 cache sizes to construct a broader design space for our diverse

set of workloads. Finally, we used these results to generate power, energy and area results for

chiplets implemented in 22nm, 32nm and 45nm technology nodes. Because we assume the same
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microarchitectural parameters for a chiplet across technology nodes, performance characteristics of

each chiplet remain the same. We also considered systems built out of heterogeneous technology

chiplets for our evaluations. In total, we considered a total of 5,868 system configurations in

our homogeneous-core (single and multi-core) studies and 10,404 system configurations for the

heterogeneous multi-core case.

4.5.4 Cost Components and Volume

The cost model used in our formulation has been presented in Section 4.4.2. The various cost

components used in the cost model for the evaluations are shown in Table 4.4 [152] [153] [154].

Note that for SRAM, the design cost was considered to be the cost of a memory compiler license

and a few engineers. SRAM chiplets would also usually use only 5-6 BEOL layers as compared

to 10-12 metal layers for logic (both use all the FEOL layers). Therefore, we scaled the mask and

recurring wafer cost accordingly.

We considered the chiplets to be integrated on 2.5D substrates such as silicon interposers [120],

silicon interconnect fabric [123] or EMIB [54]. On these substrates, the chiplets can have an

inter-chiplet spacing of <1 mm (even <100 µm). Also because of fine pitch interconnections, the

interfaces are usually wide and signalling is done at frequencies of 2-4 GHz, therefore the I/Os

driving these substrate wires can be simple multi-stage buffers (with small ESD circuitry) [54, 123]

which are area and energy efficient. Therefore, considering ∼2000 IOs between a core and a cache

chiplet, we added an overhead of 0.5 mm2 (conservative estimate) to the chiplet areas.

The cost of integration and bonding i.e, Cint , was assumed to be similar to the data in [155]. We

also performed sensitivity analysis with 2x and 4x the assembly cost, because in reality, the cost of

2.5D have been very high and is in fact used for a niche class of high performance processors only.

We used the ITRS data [156] for D0 and α while calculating the yield. To estimate the per chip

vendor volume per year, we used the global estimates of phone and tablet sales (180M units per

vendor) [157] for the EEMBC suite, aggregate PC and laptop sales (90M units per vendor) [158]

for SPLASH and SPEC suites combined and global x86 server sales (10M units per vendor) for

the NPB suite [159]. We divided the total volume in each suite by the number of workloads in
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Table 4.4: Normalized Cost components at different Technology Nodes

Cost Type
Technology Node

22 nm 32 nm 45 nm

NRE Design Cost [152]
Logic (per mm2) 849 502 332

SRAM 965 695 483

NRE Mask Set Cost [153]
Logic 695 541 309

SRAM 486 378 216

Recurring Wafer Cost [154]
Logic 2.43 2.01 1.41

SRAM 1.70 1.41 1

Chiplet Assembly Cost [155] 0.25

each suite to uniformly distribute volume demand among individual workloads. The cost analysis

is done for different sizes of the system. System size of Nx (in Figure 4.6) is the one where N

copies of core+L1 chiplet and L2 chiplet constitute a system. For such multi-core systems, the

NRE design cost is considered for only one copy of the core. As an example, for a system with N

ARM based cores connected using AXI interconnect, the same core IP is replicated multiple times

and connected to the scalable AXI interconnect IP. Therefore, the design cost incurred would be

roughly similar to that of a single core system with the interconnect. For performance and energy

simulations, we consider that N instances of the same workload are executed on the N-core system.

The cost optimizations are also performed for different production start years to understand the

impact of process maturity on cost. As processes mature, yield increases and this brings down the

manufacturing cost per good chiplet.

Note that for some of the experiments where the goal is to capture both the energy and area cost,

we used EDAP and EDA2P as examples of composite metrics. This also shows that the framework

is flexible and can be used in a variety of contexts.
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4.6 Results

Here we discuss the characteristics of the chiplets, their usage and sharing across workloads and

benchmark suites, cost implications etc. Note that we allow chiplets to be selected from different

technology nodes in our optimizations. Also, the results shown here are for a small but interesting

set of optimization objectives and constraints; however, the IntLP framework is flexible enough

such that one can study many different objective and constraint combinations.

4.6.1 Minimizing EDP with CPI Constraint

First, we consider EDP minimization as the objective with constraints on maximum CPI and number

of unique chiplets. A CPI threshold t ensures that any selected system-workload pair have CPI less

than t times the minimum CPI for that workload which can be obtained on the best performing

system. As shown in Figure 4.5, having more chiplets available allows significant reduction in

average EDP. Initially the benefit from adding more chiplets is large, as the first few systems

selected out of the chiplets target broad workload classes such as memory-bound or compute-bound

applications. As more chiplets are added, new systems singularly target outlier workloads, resulting

in incremental average improvement. When the CPI threshold is very strict, the benefit quickly

saturates since only a subset of systems are available for selection. However, for more relaxed

CPI thresholds, 7-8 chiplets are required to attain near optimal EDP. Since migrating to a newer

technology node results in reduced EDP, all the chiplets selected in this cost-agnostic optimization

were exclusively in 22nm technology. Using multiple chiplets can have greater than 35% reduction

in EDP over a single average best system (m=2).

Chiplet Micro-Architecture: CPI threshold of 1.1 requires a minimum of 4 chiplets to be feasible.

When only two unique chiplets are allowed (i.e., an average best system) for CPI thresholds of 1.2,

1.5 and 2.0, the same medium out-of-order core+L1 chiplet gets selected. However, the size of the

selected L2 cache varies from 2MB to 1MB to 512KB, respectively, for the three threshold values.

When 3 chiplets are allowed, an additional cache gets added in all three cases (the smaller 512KB

for 1.2 and 1.5 CPI thresholds and the bigger 2MB for the 2.0 case). This shows that cache variety

has a major impact on EDP.
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Figure 4.5: Pareto curve showing average normalized EDP vs maximum number of chiplets allowed

in the optimization. We show the pareto curves for different CPI thresholds.

When four unique chiplets are allowed for CPI thresholds of 1.2 and 1.5, a smaller core chiplet

with small L1 D-cache is added. Only when CPI is relaxed to 2.0, one in-order core chiplet gets

selected. With four chiplets, CPI threshold of 1.1 now becomes feasible and requires 1MB and

2MB L2 caches alongside two core+L1 chiplets, in which the core components are same but the L1

caches are large (64KB) and small (16KB), respectively. Initially when chiplets are added, having a

variety of L2 cache sizes minimizes EDP. With more chiplet variety, having large and small cores is

more essential.

4.6.2 SoC vs. Chiplet Assembly Cost Analysis

When systems are implemented via chiplet assembly rather than IP integration on an SoC, use of

smaller chiplets results in higher yield and thus reduces cost. We perform design space exploration

with total cost minimization objective with EDP threshold constraint. Chiplet based assembly

provides substantial cost benefit over SoC approach as shown in Figure 4.6. When the system

size is small, SoC yield is good. This, along with the added cost of chiplet integration, results in a

meager 10-14% cost benefit over a single-core SoC system when the integration cost is considered
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to be the same as in [155]. However, in multi-core systems as the system size increases, the SoC

yield decreases according to Eq. 4.3. Because of the negative binomial nature of the yield curve,

beyond a certain die size, the yield decreases rapidly. As a result, in 4.6 we observe that going from

a single core to a dual core system, SoC integration results in per-core cost improvement, however,

increased yield issues result in increased cost as the system is scaled to a 4-core and 8-core system.

Using chiplet assembly, copies of the same core+L1 and L2 chiplets are utilized and the yield of

these smaller dies remains the same. Moreover, the NRE cost of developing these chiplets gets

amortized as the system size grows. Though the interconnect substrate and chiplet assembly cost

grows with the size of the system, it is a smaller fraction of the overall cost. Therefore, this results

in reduced total cost per core+L1 and L2 chiplets using chiplet based assembly despite a slight

increase in system integration cost. We confirmed this trend by running our optimization across

several EDP thresholds.

Apart from yield benefits, fewer chiplets are needed to assemble a large number of systems.

The fact that relatively few unique chiplets can be mixed-and-matched to serve a wide array of

applications bodes well for an era of customizable systems using chiplet-assembly approach. In

today’s era of multi-core processors, chiplet assembly can provide significant cost benefits, which

will only improve as processors become larger and core count continues to increase.

Sensitivity to assembly cost: As mentioned earlier, there hasn’t been a large improvement in 2.5D

integration cost and the overall cost remains quite high today. As seen in Figure 4.6, when the

integration cost is higher (4x assembly cost), the gap between SoC and chiplet assembly becomes

smaller. In fact, when the system size is small, chiplet assembly can be costlier than SoC. As the

technology matures, the cost of SoC drops but integration cost doesn’t drop much and therefore,

larger dual-core (2x) systems have smaller (or diminished) gap in cost between SoC and chiplet

assembly. However, when the system is even larger (4x or 8x), the worsened yield of larger SoC

dies leads to rapid increase in SoC costs while even with 4x assembly costs, chiplet assembly based

systems come out ahead by as much 23%.

82



Figure 4.6: Curve showing cost benefits of chiplet based assembly over SoC for different sizes of

the system and technology maturity level.

4.6.3 More Applications Share Chiplets than Share Systems

Systems can share chiplets and, hence, m chiplets allow us to construct >> m systems. Systems

serving different applications can share the same chiplets. We observe an example of chiplet sharing

with the L2 caches. EEMBC workloads have smaller working sets, so they tend to use smaller L2

caches. However, a few workloads from SPEC and SPLASH-2 which also have smaller working

sets can benefit from sharing these smaller L2 caches. We observe that when a large number of

chiplets are available, most chiplets are shared across benchmarks suites. The degree of reuse is

much higher in this case than that when only system/SoC is considered because once the number of

available systems increases, quite a few systems get selected that only cater to specific workloads

from one workload suite.

4.6.4 EDP-Cost Trade-off

Harsher EDP constraints (low threshold value) require more systems to minimize costs, essentially

trimming the design space for each workload so that fewer systems are available for selection. This
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Figure 4.7: Curve showing trade-off for EDP and total cost at different technology maturity level.

leads to excessive customization with little sharing of systems across workloads. Hence, the number

of distinct chiplets required to build these systems increases, which results in higher NRE costs

(shown in Figure 4.7). As the EDP threshold constraint is relaxed, the optimization begins to select

smaller cores and smaller L2 chiplets. Overall, fewer chiplets and systems are selected, increasing

sharing across workloads. Increased sharing helps amortize NRE costs, resulting in reduced total

costs. In fact, when EDP threshold is low, the cost difference is much more dramatic (>34% for

threshold of 1.1) between production start during 22nm launch year and subsequent years than

higher thresholds (>16% for threshold of 2.5).

For a particular total cost budget, as technology matures, one can achieve better overall EDP. This

is because more chiplets, and hence more systems tailored towards particular set of applications can

be built for the same total cost when technology matures.

4.6.5 Impact of Technology Maturity

Technology selection of chiplets is a key factor which determines the overall cost of designing and

fabricating multiple chiplets. Migrating to an advanced technology node reduces power and therefore

EDP. Additionally, area per transistor decreases, leading to reduced chiplet size. However, lower

wafer yield and higher NRE and manufacturing costs may outstrip the benefits of accommodating
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more chiplets per wafer in an advanced technology node. These costs are much higher during the

early stages of a technology node. Figure 4.6 shows how total cost varies with production start

year. Our evaluations with 22nm, 32nm and 45nm technology show that although it is attractive

to migrate to the 22nm node because of the EDP and area benefits, a few chiplets are still chosen

from 32nm technology during the early stages of 22nm node. However, it is interesting to notice

that more core+L1 chiplets are chosen from 32nm technology, than L2 chiplets. This is because the

SRAM L2 chiplets are heavily shared across multiple workload suites and thus the high volume

amortizes the NRE cost of the SRAM dies.

When the 22nm technology matures (yield increases) and the fabrication cost decreases, building

chiplets in 22nm becomes attractive. Thus, all the chiplets are chosen from 22nm technology when

the production start is 1 or more years after 22nm launch. In Figure 4.6, depending on production

start, up to 72% cost reduction can be achieved by chiplet assembly over SoC methodology while

satisfying the EDP constraints per workload. Chiplet assembly’s continuing cost benefits makes

it the ideal choice for building systems irrespective of production start year. Moreover, the cost

benefits of chiplet assembly, especially through technology heterogeneity, are likely to be even

higher as technology scales below 22nm where manufacturing NRE costs are much higher (e.g.,

due to extensive use of multiple patterning lithography).

4.6.6 Minimizing Number of Chiplets vs. Cost

Here we show that optimization with the goal of minimizing the number of chiplets doesn’t

necessarily result in minimum total cost. As shown in Figure 4.8, when EDP threshold is relaxed,

chiplet minimization results in smaller number of chiplets than when cost is minimized. However,

the total cost of design and manufacturing remains much higher than when cost minimization is

the objective. This is because chiplet minimization chooses fewer but larger chiplets (lower yield

and costly) to satisfy the EDP constraints of all the workloads while cost minimization chooses

more number of smaller (less costlier) chiplets to build multiple systems, each tailored towards

different types of workloads. For example, when EDP threshold is 2.0, cost minimization results in

one in-order, one small OOO, 256KB and 512KB L2 caches, while chiplet minimization returns

85



Figure 4.8: Curve showing the difference between minimizing the number of chiplets versus total

cost. The experiments were done for system size of 1x and production during 22nm launch year.

two large OOO core and 512KB L2 cache.

4.6.7 Efficacy of Proposed Optimization Framework

The IntLP framework solves the multi-system, multi-chiplet selection problem optimally. Here,

we briefly compare our optimisation to two other naive selection algorithms (as shown in Figure

4.9). All selection algorithms are evaluated with a CPI constraint of 1.5, normalized to the best

performance of each workload across all systems. ‘Best Average System’ selects the system with

the best average for a single metric which meets the CPI constraint across all workloads. ‘Greedy 8’

selects first the best system which meets the CPI constraint across all workloads, then iteratively

selects the next system which improves the metric, only using the new system to cover workloads

for which it meets the CPI constraint. Our IntLP-based optimization framework can be up to 65%

(EDA2P) better than the naive heuristics.

4.6.8 Optimization for Homogeneous Multi-cores

Our methods of finding optimal set of chiplets can be applied directly to homogeneous multi-cores

by considering, for example, shared L2 as a chiplet, multiple core+L1 chiplets in a system and
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Figure 4.9: Comparison between different system selection approaches for each metric when

compared to the baseline case of best custom system per workload.

multi-threaded benchmarks as workloads. For an evaluation with the SPLASH-2 suite, we find that

5 systems are still required to minimize metrics such as EDAP and EDA2P for CPI-constrained

systems. As observed in the previous experiments (without shared L2 cache), the set of final systems

included a mix of system sizes, from small inorder cores to medium sized OoO cores to big OoO

cores with a large cache. However, the progression towards a smooth gradient in system sizes that

we observed in those system sets is not present in multi-core system selection. Instead, we observed

that an optimal system set contains a system with large OoO cores with a large shared cache and a

set of systems with much smaller L2 shared cache size but a variety of smaller core sizes. This is

because the larger system caters to the workloads with large working sets which otherwise would

observe degraded performance if they are run on processors with smaller caches as interference

between threads increases. We also observe that for such system, the positive effect of L1 cache

sizes on system performance is diminished because of coherence overhead and false sharing.

Because of the disproportionate impact of L2 size on system performance, when selecting

homogeneous shared-L2 multi-core systems based on chiplet sharing, we see a very similar pattern

of micro-architectures as when disregarding chiplets (i.e., SoC implementation). This suggests that

the optimal system configurations for these homogeneous multi-core systems are not as flexible

as single-core systems. That is, the differences in relative performance across optimal systems for
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these workloads is large enough such that substituting a closely related chiplet for cost reasons

will substantially degrade performance. While the sensitivity of workload performance to L2 size

specifically may be an intrinsic property of SPLASH-2, we conclude that shared chiplets (L2 in this

case) such as those present in a multi-core system may have an especially large impact on the exact

choice of chiplet micro-architectures.

4.6.9 Optimization of Heterogeneous CMP Systems

Figure 4.10: Benefit in EDA2P (normalized CPI threshold = 1.2) for Heterogeneous CMP is shown

for the cases where number of systems (SoCs) is taken into consideration versus when number of

chiplets is considered in the optimization.

Modern processor systems are increasingly heterogeneous, incorporating a variety of core types,

memories and accelerators. Our system/chiplet selection framework is also easily adapted to

heterogeneous settings by essentially enumerating candidate heterogeneous systems and application

sets within the framework. Of course, we realize that computational scalability may become

a concern here but we believe our clustering-based design-space pruning coupled with a smart

initial design of experiments can provide a solution. Also to speedup the performance runs, if
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one has parameterizable RTL, FPGA emulation can be used which could potentially lead to 100x

or more speedup compared to software simulation. As an example, we studied heterogeneous

dual-core (i.e., big-Little architecture) systems where each core runs a SPEC2006 benchmark

application. Therefore in this study, a total of 276 application pairs were considered. Figure 4.10

shows the chiplet and system (SoC) exploration results. We make two observations. First, due

to the dramatically increased diversity in workloads (pair of applications) to be run on a single

dual-core system, the number of unique systems (composed out of chiplets) needed to achieve good

performance is almost 10X higher compared to the single core case. Second, the number of chiplets

required to achieve the peak performance is significantly less than the number of distinct SoCs

required to achieve the same metric. For example, more than 50 dual-core SoCs are required to

achieve the best EDP with a CPI constraint of 1.2x. However, similar EDP requires less than 23

chiplets because a majority of chiplets are shared across the systems. This shows that chiplet based

assembly could be leveraged to generate a large number of these systems by manufacturing only

a few types of chiplets. Thus, finding the optimal set of chiplets is even more important in this

context.

4.6.10 Optimization with Heterogeneous Constraints

A likely common case for multi-system/chiplet optimization is when constraints and/or objectives

for different application domains are very different. Our optimization framework can be constrained

in almost arbitrary ways or setup different optimization objectives for different workloads or

workload suites. As an example, embedded workloads may be severely cost-limited while servers

are performance-limited. Figure 4.11 considers one such case and compares the results with all

applications uniformly constrained by a server performance constraint. One can see the dramatic

reduction in overall cost-based metrics (EDAP, EDA2P) as a result. EEMBC workloads are now

mapped to much smaller cores with worse CPI but better EDP while SPLASH-2 and NPB continue

to use bulkier systems.
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Figure 4.11: Average normalized metric values are shown for homogeneous and heterogeneous

constraints in area and CPI for different metrics for 5 systems. For heterogeneous constraints,

normalized CPI thresholds are 1.2 for SPLASH-2 and NPB, 1.6 for SPEC and 2.4 for EEMBC.

Area thresholds are 15 mm2 for EEMBC, 25 mm2 for SPEC and no area constraint for SPLASH

and NPB. Homogeneous constraints impose no area threshold and normalized CPI threshold 1.2 for

all suites.

4.7 Conclusions

Traditionally, processor design space exploration has been focused on identifying one system that

maximized performance or efficiency. However, applications are often targeted using a family

of processors, where each processor targets a subset of applications. As building multiple SoCs

become costlier, chiplet integration technologies enable cost-effective system customization. In

this work, we have developed the first multi-chiplet processor design space exploration framework.

Our results clearly show benefits of using multiple chiplet assembly based processors to service

diverse workloads (35% improvement in EDP over a single best average system), and advantages of

cognizance of chiplets during optimization (over 2x reduction in chiplets required for a heteroge-
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neous CMP example). We also identify the different factors that affect the cost of building multiple

systems using chiplets as well as the characteristics of the systems/chiplets chosen under different

use contexts. Using the framework we show that emerging chiplet assembly approaches are very

promising when total cost of design and manufacturing is considered (up to 72% benefit in cost over

SoC) while satisfying energy and performance requirements of every workload. This cost benefit

strongly depends on system size and technology maturity.
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CHAPTER 5

Architecting Waferscale Processors - A GPU Case Study

Increasing communication overheads are already threatening computer system scaling. One ap-

proach to dramatically reduce communication overheads is waferscale processing. However, wafer-

scale processors [160–162] have been historically deemed impractical due to yield issues [36, 160]

inherent to conventional integration technology. Emerging integration technologies such as Silicon-

Interconnection Fabric (Si-IF) [4, 37, 163], where pre-manufactured dies are directly bonded on to a

silicon wafer, may enable one to build a waferscale system without the corresponding yield issues.

As such, waferscalar architectures need to be revisited. In this work, we study if it is feasible and

useful to build today’s architectures at waferscale. Using a waferscale GPU as a case study, we

show that while a 300 mm wafer can house about 100 GPU modules (GPM), only a much scaled

down GPU architecture with about 40 GPMs can be built when physical concerns are considered.

We also study the performance and energy implications of waferscale architectures. We show that

waferscale GPUs can provide significant performance and energy efficiency advantages (up to 18.9x

speedup and 143x EDP benefit compared against equivalent MCM-GPU based implementation on

PCB) without any change in the programming model. We also develop thread scheduling and data

placement policies for waferscale GPU architectures. Our policies outperform state-of-art schedul-

ing and data placement policies by up to 2.88x (average 1.4x) and 1.62x (average 1.11x) for 24

GPM and 40 GPM cases respectively. Finally, we build the first Si-IF prototype with interconnected

dies. We observe 100% of the inter-die interconnects to be successfully connected in our prototype.

Coupled with the high yield reported previously for bonding of dies on Si-IF, this demonstrates the

technological readiness for building a waferscale GPU architecture.
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5.1 Introduction

With the emergence of new applications [164–168], new business models [169, 170]), and new data

processing techniques (e.g., deep learning), the need for parallel hardware has never been stronger

[171–173]. Unfortunately, there is an equally strong countervailing trend. Parallel hardware

necessitates low overhead communication between different computing nodes. However, the

overhead of communication has been increasing at an alarming pace. The area taken by IO circuitry

to support chip-to-chip communication already exceeds 25% on some of today’s processors [174].

Power overhead of such IO exceeds 30% on some processors. These overheads are expected

to be worse in future as communication energy, latency, and bandwidth scale much worse than

computation [19].

A large body of recent work targets the communication bottleneck. Focus areas include energy-

proportional communication fabrics [175–177], in-memory and near-memory computational mod-

els [178–180], communication avoiding algorithms [181], and novel packaging techniques such

as 2.5D and 3D integration [51, 182]. We explore a different approach - waferscale processors.

Conventionally, many copies of a single processor die are manufactured simultaneously on a single

wafer - largest size of the die determined by yield. Post-manufacturing, the wafer is diced into indi-

vidual processor dies which are then packaged and integrated into a parallel system using IO links

that connect these packaged processors on a printed circuit board (PCB). In a waferscale processor,

on the other hand, the wafer is the processor, i.e., either a monolithic processor is designed to be as

large as an entire wafer or a set of processors are designed that continue to reside on the wafer and

the processor die are connected on the wafer itself using a low cost, on-wafer interconnect.

A waferscale processor can have considerable advantages over conventional systems in terms of

area, performance and energy efficiency. Figure 5.1 shows the total area footprint of the compute

dies in multiple scenarios: each die is placed in a discrete package, 4 units (each unit consists of a

processor die and two 3D-stacked DRAM dies) inside an multi-chip module (MCM) package and,

waferscale integration. The area overhead of packages is usually quite high and for high performance

systems, the package to die ratio can be more than 10:1 [38]. While MCM packages help decrease

the package footprint per die, packageless waferscale integration would provide substantial benefits
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Figure 5.1: Minimum die/package footprint for different integration schemes are shown for

increasing number of processor dies per system.

in terms of compute per area. Figure 5.2 compares the available communication bandwidth, latency,

and energy per bit for waferscale integration versus conventional integration schemes and on-chip

interconnects. In waferscale integration, the interconnects would have similar pitch as that of

on-chip interconnects. In conventional integration schemes, while intra-die connections inside an

MCM package can have fine wire pitch, the PCB traces as well as between-PCB links are I/O

limited. This constrains the total bandwidth. Therefore, waferscale integration enables much larger

bandwidth than what conventional integration schemes can provide. Since the waferscale links are

smaller and high density, simple parallel communication protocol can be used where a massive

number of links run at a relatively lower frequency [37]. This helps eliminate SerDes circuitry and

thus reduces energy and latency of communication. There are also significant advantages in terms

of test and packaging costs [79].

Unsurprisingly, waferscale processors were studied heavily in the 80s. There were also several

commercial attempts at building waferscale processors [36, 160]. Unfortunately, in spite of the

promise, such processors could not find success in the mainstream due to yield concerns. In general,

the larger the size of the processor, the lower the yield - yield at waferscale in those days was

debilitating [36].
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(a) Bandwidth

(b) Energy Per Bit

(c) Latency

Figure 5.2: Comparison of communication link bandwidth, energy per bit and latency for on-chip

links and different types of links in conventional integration schemes and waferscale integration

scheme.
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We argue that considerable advances in manufacturing and packaging technology have been made

since then and that it may be time to revisit the feasibility of waferscale processors. In particular, it

is now possible to reliably bond pre-manufactured dies directly on to the wafer [4, 183, 184]. So, it

may be possible to build a high yield waferscale processor by bonding small, high yielding dies on

to the wafer and connecting them using a low-cost wafer-level interconnect (Silicon Interconnect

Fabric, Si− IF). Coupled with the fact that potential benefits from waferscale processing may be

much larger now considering the high (and increasing) communication overheads today, we would

like to better understand the benefits and challenges of building a waferscale processor today.

Previous work in [163] has proposed packageless processors based on the Si-IF based substrate

and shown significant performance improvement coming from bandwidth, thermal and area benefits

of removing packages. However, that work only focused on a conventionally-sized single-die

processor system (∼ 600 mm2, 150W). This work, on the other hand, focuses on the architecture of

a GPU system that is as large as an entire 300mm wafer, i.e., 70,000mm2 of available area.

This chapter makes the following contributions:

• This is the first work that studies if it is feasible and useful to build a waferscale GPU system.

We show that while a 300 mm wafer employing an emerging integration technology can

house about 100 GPU modules (GPM), only a much scaled down GPU architecture with

about 40 GPMs can be built when physical concerns are considered.

• We perform an architectural exploration for waferscale GPUs under different physical con-

straints. We find that waferscale GPUs are area-constrained due to power delivery network

overheads, not thermally-constrained. We show that a 24 GPM architecture is possible on

a 300mm wafer for a junction temperature constraint of 105◦C. A 41 GPM architecture

is enabled when 4-module voltage stacks are allowed with each GPM running at lowered

voltage and frequency. We also find that waferscale GPU architectures can be supported with

ring, mesh, or 1D/2D torus topologies - more connected topologies such as crossbars are not

feasible to build due to wiring limitations on such large processors.

• We show that waferscale GPU architectures have considerable performance and energy

efficiency benefits for many GPU applications compared to equivalent interconnected discrete
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GPUs or even interconnected MCM-GPUs. E.g., color [185] has 10.9x and 17.8x speedup for

24-GPM and 40 GPM waferscale GPUs over equivalent interconnected MCM-GPU-based

systems. Average performance and energy efficiency benefits of a 40-GPM system across all

our workloads are 5.14x and 22.5x respectively.

• We study the impact of thread block scheduling and data placement on wafer-scale GPU

architectures. Our techniques for thread group scheduling and data partitioning coupled

with our placement strategy can provide up to 2.88x performance benefit (average 1.4x) over

state-of-art [186] in large GPU scheduling. Average benefit in terms of EDP is 49% and 20%

for 24 and 40 GPM systems respectively.

• Finally, we present the first Si-IF prototype with interconnected dies. The 100% successful

interconnection between dies we observed for our 100mm wafer Si-IF prototype with 10

interconnected 4mm2 dies, coupled with high yield reported previously for bonding of dies

on Si-IF, demonstrates the technological readiness for building waferscale GPU architecture.

5.2 Background and Technology Readiness

Several recent integration technologies have been aimed at building larger systems. In particular,

2.5D integration technologies such as TSMC CoWoS (interposer based solution) [187] and Intel’s

EMIB [175] allow building larger systems by integrating multiple high yielding dies on a high

bandwidth, low latency interconnect substrate. However, these technologies have size limitations.

Interposers use thinned silicon and are, therefore, fragile. As such, the size of interposer-based

systems is usually limited to the size of the reticle. Beyond reticle size, interposers are built by

stitching multiple reticles, which is a costly and complex process and has low yield [188, 189]. As a

result, the largest commercial interposer today [190] is about 1230 mm2 in size and accommodates

only one GPU and 4 memory stacks. Even Intel’s EMIB technology can integrate only about 5-10

dies on the interconnect substrate [175].

Another promising integration technology that can enable larger systems is Silicon Interconnect

Fabric, (Si-IF) [4, 37, 163]. Si-IF replaces the organic printed circuit board (PCB) with a silicon

97



Figure 5.3: The system assembly process flow is shown. Interconnect layers and copper pillars are

made by processing the bare silicon wafer. Bare dies are then bonded on the wafer using TCB.

substrate and allows placing and bonding bare silicon dies directly on to the thick silicon wafer

using copper pillar based I/O pins. The smaller, high yield dies are interconnected on the passive

interconnect substrate (wafer) using mature fabrication technologies to ensure high yield. Different

system components such as processor, memory dies alongside non-compute dies such as peripherals,

voltage regulator modules (VRM), and even passives (inductors and capacitors) can be directly

bonded on the Si-IF without the requirement of packages for individual components [4, 19, 163].

Figure 5.3 shows the process flow of a system assembly on Si-IF. Direct bonding of silicon dies on

a silicon wafer using copper pillar coupled with short channels between the dies due to absence of

packages allows Si-IF to achieve significantly more performant and energy efficient communication

(Figure 5.3). 1

Si-IF is an obvious candidate for waferscale integration since silicon dies (and other components)

are directly integrated on to a silicon wafer. However, to enable waferscale processing, Si-IF must

provide high system yield. Below we argue that Si-IF will provide the high system yield needed for

waferscale integration.

There are three components to the yield of a Si-IF-based waferscale system - yield of the die,

1Other bonding technologies such as solder-based micro bumps can also be used. Tradeoff of using solder-based
microbumps with Si-IF instead of using copper pillars include coarser pitch (25 µ vs 5 µm, higher electrical resistivity
(11-13 µΩ-cm vs 1.7 µΩ-cm), higher likelihood of intermetallics and fatigue related failures, and easier debondability
(at 220-230◦C vs 1000◦C).
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yield of the copper pillar bonds, and yield of the Si-IF substrate. High yield (>99%) can be ensured

for the dies by using known-good-die (KGD) testing techniques [71, 191] to pre-select the dies to

be used for assembly on the Si-IF. The yield of the copper pillar bonds is also expected to be close

to 99%. Note that the primary mode of copper pillar based I/O failures is opens. Copper pillars are

not prone to extrusion unlike solder based connections, so shorts are not possible. Also, since both

the substrate and the dies are made out of silicon, there is no co-efficienct of thermal expansion

mismatch between them to cause large stresses on the copper pillar bonds due to large temperature

fluctuations. Moreover, the misalignment in the place and bond tool used for the prototypes is <1

µm while the pillar spacing is 5 µm. Therefore, any I/O failures due to shorts or misalignment

are unlikely. In fact, previous work indeed observed copper pillar yield higher than 99% [4, 163].

Furthermore, since fine pitch copper pillars (<10µm) allow at least 25x more I/Os than today’s

integration schemes with solder based connections (>50µm pitch), redundancy can be employed

to improve system yield i.e., multiple pillars per logical I/O. Moreover, network level resiliency

techniques [192, 193] can be employed to route data around faulty dies and interconnects on the

wafer to enhance system yield.

Finally, the yield of the Si-IF substrate will be high (> 90%) since it is a passive wafer with only

thick interconnect wires (2um width, 4um pitch) and no active devices2. We calculate the expected

yield of an Si-IF substrate (shown in Table 5.1) for different number of metal layers and metal layer

utilization with 2µm wire width and spacing using industry standard yield modeling equations 5.1

[140, 156] and 5.2 [147]. 3 The calculated yield values for the substrate for small number of metal

layers is high. 4

Yield = (1+
D0 ×Fcrit ×Area

α
)−α (5.1)

2Vast majority of the yield loss in semiconductor manufacturing happens in transistor layers (front-end-of-the-line)
and first few metal layers with small pitch (≤200nm).

3D0 is the defect density per mm2, α is the defect clustering factor and we use the ITRS value of 2200 and 2 [156]
respectively for the calculations. rc is the critical defect size, p is the interconnect pitch, Fcrit is the fraction of critical
area prone to faults.

4Since the inter-die interconnect would only run between the tightly spaced dies, the amount of interconnect area is
expected to be less than 10% of the entire wafer area.
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Fopen
crit =

∫
∞

0
(2r− p/2)∗ r2

c
r3 dr = Fshort

crit (5.2)

Table 5.1: Yield of Si-IF for different number of metal layers

Si-IF Metal Layer

Utilization (%)

Number of Layers

1 2 4

1 99.6 99.19 98.39

10 96.05 92.26 85.11

20 92.29 85.18 72.56

Previous Si-IF prototypes had not established connectivity across multiple dies. Therefore, there

was no measurement of the yield of the Si-IF substrate or the system yield for an Si-IF-based system

with interconnected dies. To assess viability of inter-die interconnect on Si-IF, we built a prototype

where we bonded connectivity testing dielets on a 100mm waferscale Si-IF. Copper pillars are

connected in a serpentine fashion within and across dielets as shown in Figure 5.4. Figure 5.5 shows

the micrograph of the prototype. Each row on a dielet with dimensions 2mm×2mm has 200 copper

pillars in a row (40,000 pillars in total) which are connected using the serpentine structure. We

connect an array of 5x2 dielets, each 4 mm2. We tested the electrical connectivity across the dies to

check whether Si-IF can indeed provide connectivity across many dielets at high yields.

Our electrical tests show that 100% of the interconnects in this prototype were connected illustrat-

ing very high yield of the copper pillars as well as inter-die interconnect on Si-IF. Post-bonding

thermal cycling tests were done from -40◦C to 125◦C to test the impact of temperature change

on copper pillar bonds and the results demonstrated that all the copper pillars and interconnects

withstood the thermal cycles without any noticeable degradation in bond contact resistance. The

high yield we observed for this prototype, coupled with high yield reported previously for bonding

of dies on Si-IF, demonstrates the technological readiness for building waferscale systems. In

subsequent sections, we use a GPU case study to a) explore the space of feasible waferscale archi-

tectures, b) understand and maximize the performance benefits from waferscale architectures, and

c) develop data placement and thread scheduling strategies for waferscale GPUs.
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Figure 5.4: Schematic of the prototype with interconnection between the serpentine structure of

two different dies is shown.

Figure 5.5: Micrograph of the prototype with inter-die connectivity is shown. Ten 4 mm2 dies

are bonded and tested for continuity of a signal across the dies. Each die has rows of serpentine

structure as shown in the schematic. A zoomed-in picture of the Si-IF is also shown with 40,000

copper pillars.
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5.3 A Case for waferscale GPU Architecture

GPU applications tend to have large amounts of parallelism [194, 195]. As such, GPU hardware

parallelism keeps increasing [50,186], limited only by cooling and yield. In fact, a large class of

applications from the domain of physics simulations, linear algebra and machine learning routinely

run across 100s of GPUs 5 - such applications will greatly benefit from increasing the effective

size of a GPU since multi-GPU approaches have programmability [199] and communication

overheads [186]. Proposals such as MCM-GPU [186] do attempt to increase the effective size of

the GPU, but are limited by the size limit of conventional integration technologies.

Table 5.2: GPU Topologies

ScaleOut

SCM-GPU

ScaleOut

MCM-GPU
Waferscale GPU

CUs per GPM 64 64 64

L2 Cache per GPM 4 MB 4 MB 4 MB

DRAM (HBM)

1.5 TB/s 1.5 TB/s 1.5 TB/s

100 ns 100 ns 100 ns

6 pJ/bit 6 pJ/bit 6 pJ/bit

GPMs per package 1 4 (Ringbus) All (Mesh)

GPM Interconnect

1.5 TB/s 1.5 TB/s

None 56 ns 20 ns

0.54 pJ/bit 1.0 pJ/bit

Package Topology Mesh Mesh
Overall System

Package

Package Interconnect

256 GB/s 256 GB/s

96 ns 96 ns None

10 pJ/bit 10 pJ/bit

5E.g.NWChem, PSDNS, MILC, NAMD, QMCPAK, Chroma, GAMESS, MELD, AMBER etc. routinely run across
the 3072 GPUs on Blue Waters [196–198]; Nvidia also provides HPC containers for warehouse scale GPU applications
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We evaluated three constructions of a highly parallel GPU system, described in Table 5.2. We

consider the smallest hardware unit in these constructions to be a GPM (GPU Module), roughly

equivalent to a large sized GPU available today combined with a 3D-DRAM die. Each GPM has a

TDP of 200W and area of 500mm2 for the GPU die, plus 70W and 200mm2 for two 3D-stacked

DRAM dies. Note that the inter-GPM communication energy for waferscale case is higher than

on-package inter-GPM communication energy in an MCM-GPU. This is because the GPM dies

in the floorplan we considered (see Section 5.4.4) are separated by DRAM and voltage regulator

modules (VRM) on the wafer and so the inter GPM distance is about ∼20 mm versus 2-5 mm

in MCM package (where VRM are usually off-package or on the package periphery and not in

between the dies)

The first construction we consider is ScaleOut SCM-GPU (single-chip module GPU), where

each GPM is contained in its own package. GPMs are placed in a 2D mesh on a traditional PCB,

connecting via an inter-package link with bandwidth, latency and energy characteristics similar to

QPI. The second is ScaleOut MCM-GPU, an extension of MCM-GPU where MCM-GPU units are

placed in a 2D mesh on a traditional PCB connected with a QPI-like link. The last architecture

we evaluate is a hypothetical waferscale GPU (i.e., we do not consider thermal or power delivery

constraints) - a single wafer containing a 2D mesh of GPMs connected via Si-IF [37]. The GPMs

constitute a single logical GPU from the perspective of the programmer.

Figures 5.6, 5.7 show the potential advantages of a waferscale GPU over the ScaleOut SCM-GPU

or ScaleOut MCM-GPU approach for two benchmarks, SRAD and Backprop, both from the Rodinia

benchmark suite [200]. These two applications were chosen to be representative of medical imaging

and machine learning, both fields expected to substantially benefit from waferscale processing.

Our simulations are performed by using gem5-GPU [201] to generate memory traces and activity

profiles, which we feed into our own trace-based GPU simulator. We expand upon our experimental

methodology in Section 7.4.

For Backprop, we observe a 47.54x speedup for 64 GPM waferscale GPU over a single GPM

system. Speedup is 20.8x and 21.13x over the highest performing ScaleOut SCM-GPU and ScaleOut

MCM-GPU configurations respectively. The speedups are eventually limited by the memory transfer

latency. Note that these speedups are achieved without requiring changes to the programming model
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Figure 5.6: Normalized EDP for Backprop

and SRAD.

Figure 5.7: Normalized Execution Time for

Backprop and SRAD.

unlike speedups achieved by other ScaleOut system integration schemes.

The benefits of waferscale GPU over ScaleOut SCM-GPU and ScaleOut MCM-GPU are more

apparent when considering EDP. 64 GPM Waferscale GPU has a 31.54x reduction in EDP compared

to a single GPM and trends downwards, whereas both ScaleOut MCM-GPU and ScaleOut SCM-

GPM systems increase in EDP past 9 GPMs.

For SRAD, we observe a 42.56x speedup for 64 GPM waferscale GPU over a single GPM system.

This is compared to ScaleOut SCM-GPU and ScaleOut MCM-GPU which saturate at 3.57x and

3.65x speedup, respectively. Additionally, by avoiding costly inter-package communication, the 64

GPM waferscale GPU manages a 24.88x reduction in EDP, a sharp contrast to ScaleOut MCM-GPU

and ScaleOut SCM-GPU, where additional GPMs actually increase EDP.

The above results show that GPU architectures are a good fit for building at waferscale as

performance and energy efficiency scaling of GPU applications is much stronger on a waferscale

GPU than equivalent interconnected discrete GPUs or even interconnected MCM-GPUs. In the next

section, we explore the space of feasible waferscale GPU architectures.

5.4 Architecting a Waferscale GPU

Architecting a waferscale GPU is a unique problem due to the physical constraints of a waferscale

processor. A waferscale GPU architecture will need to operate at kilowatts of power; the corre-

sponding architecture must be feasible in presence of the associated thermal and power delivery

concerns. Similarly, a waferscale GPU will need enormous interconnection resources (due to the
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need for connectivity among the GPMs). A waferscale GPU architecture must support network

topologies that are realizable at the waferscale level.

In this section, we attempt to identify feasible waferscale GPU architectures in presence of thermal,

power delivery, and connectivity constraints. Our analysis considers a GPM module consisting of a

500 mm2 GPU die and 200 mm2 DRAM dies with TDP of 200W and 70W respectively6.

5.4.1 Waferscale GPU Architecture under Thermal Constraints

In this subsection, we ask the question: Given a target maximum junction temperature and forced air

cooling, what is the maximum number of GPMs that can be accommodated on the 300 mm wafer?

To determine the maximum allowable TDP, we assume that system would be cooled using one

or two square heat sinks covering the round 300 mm wafer with forced air convection cooling.

Figure 5.8 shows the schematic of two heat sinks attached to the wafer, one directly on top of

the dies, and the other on the back side of the wafer. The secondary heat sink not only provides

mechanical support for the wafer, it also helps increase the heat extraction efficiency. The thermal

resistance model is shown in Figure 5.8. The thermal modeling and analysis is performed using a

commercial CFD-based thermal modelling tool from R-tools [8] - CFD is known to provide more

accurate results than simple spice based models used in tools such as HotSpot [202].

We evaluated both the cases, one heat sink and two heat sinks for three different junction

temperatures (Tj). Conventionally, 85◦C [173, 203] and 105◦C [204] are used as reliable Tj. Since,

we were not able to simulate a very up-to-date heat sink solution, for fair comparison, we performed

thermal simulation of a recently published multi-GPM system (MCM-GPU) described in [186]

using our framework. It resulted in a junction temperature of 121◦C considering a heat-sink of the

size of the package 77mm×77mm with ambient temperature of 25◦C. As a result we also analyze

for Tj=120◦.

We consider that 20000 mm2 out of the 70000 mm2 would be used for external connections and

63D stacked memory is not a necessity for waferscale. Using a planar memory dies would decrease the capacity and
bandwidth per unit area.
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Figure 5.8: Schematic cross-section of a waferscale system on Si-IF, alongside the thermal re-

sistance model. Ta, Tj , Ts denote the ambient, chip-junction and silicon substrate temperatures

respectively. Two heat sinks one directly attached to the dies and another backside heatsink covering

the Si-IF substrate is shown. The thermal resistance values for a 300 mm2 waferscale system with

heatsinks are also shown [8].

other interfacing dies7. Therefore, 50000 mm2 would be available on the wafer for placing the

GPMs and point-of-load voltage regulator modules. For the maximum TDP estimation, we consider

that multiple heat sources (GPMs and DRAMs) are generating heat on a surface of size 50000 mm2.

In Table 5.3, we show the sustainable TDP for the various scenarios described above. We also

present the total number of GPMs within that thermal budget with and without voltage regulator

modules (VRMs). When no VRM is considered, the only heat sources are the GPM modules. In

case VRMs are placed on the wafer, there would be additional heat loss due to VRM inefficiency.

Here, we assume on-Si-IF VRM to have an efficiency of about 85% [205]. Therefore, effectively a

VRM would lead to an additional power dissipation of 48W per GPM.

Our analysis shows that while 50000 mm2 of area is available on the wafer for computational

purposes (∼ 71 GPMs), thermal limitations constrain the maximum number of GPMs that can be

placed on the Si-IF to be much lower. Considering the dual heat sink solution, up to 34 GPMs can

7A waferscale GPU can interface to the external world using multiple (e.g., PCIe) ports connected to one or more
root complexes.
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Table 5.3: No of supportable GPMs for different junction temperatures

Target

Junction

Temperature

(◦C)

Dual Heat Sink Single Heat Sink

Power (W)

Num

GPMs w/o

VRM

Num

GPMs with

VRM

Power (W)

Num

GPMs w/o

VRM

Num

GPMs with

VRM

120 9300 34 29 6900 25 21

105 7600 28 24 5400 20 17

85 5850 21 18 4350 16 14

be supported if no power loss from VRM is assumed, else the number reduces to 29 GPMs.

5.4.2 Waferscale GPU Architecture considering Power Delivery

A waferscale GPU system is constrained by the heat sink technology to a total TDP of up to about

9.3 kW. Considering the rated TDP to be 0.75 times [2, 57] the peak power of the system, the power

distribution network (PDN) must be able to provide up to 12.5 kW of power (compared to 1-2kW

for a modern server board [82, 206, 207]) with reasonable efficiency even at peak power.

We explore external power supply alternatives of 48V, 12V, 3.3V and 1.2V to the wafer with a

point of load (POL) power conversion using efficient buck converters for every GPM i.e, there

would be one VRM per GPM. In general, the higher the input voltage, the larger the PDN circuitry

overhead, but also the fewer the number of layers required to supply power (also lower resistive

loss), as shown in Tables 5.4 and 5.5.

We use the power distribution mesh sizing models given in [208] to determine the minimum area

and thus the number of layers required for power distribution. As shown in Table 5.4, we find that

the number of metal layers required for 1V and 3.3V supply to the wafer is very high, even for a

very large I2R loss. Moreover, more than 4 metal layers for power delivery is undesirable due to

cost and manufacturability reasons. Therefore, the only viable options are 12V or 48V external

power input.

To compare the two external power input options (12V and 48V), we recognize that the size
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Table 5.4: Number of Layers Required vs Supply Voltage to the Wafer. 10µm thick metal is

available in most technologies which support RF

Input

Voltage (V)

I2R Loss

(W)

No of Layers

Thickness =

10µm

Thickness =

6µm

Thickness =

2µm

1 500 42 68 202

3.3

200 10 16 44

500 6 8 18

12
100 2 4 10

200 2 2 4

48
50 2 2 2

100 2 2 2

of VRMs for DC-DC conversion and regulation can be very large due to the required inductance

and capacitance. Area efficiency of state-of-art 48V-to-1V converters at reasonably high power

conversion efficiency (>90%) is in the 1W/10mm2 - 1W/5mm2 (including the VRM inductor) [205,

209] range when implemented using PCB based integration. We conservatively assume 1W/6mm2

area overhead of VRM for a 48V-to-1V power conversion.

This means that to support a GPM with TDP 200W alongside 70W 3D stacked local DRAM

(i.e., peak power of 360W), the area of the VRM for the 48V-to-1V option would be approximately

2160 mm2 (360×6)! We also calculated the area overhead of surface mount decoupling capacitors

required to compensate for current load variation of about 50A with a frequency of 1 MHz [210] to

be ∼300 mm2. Therefore, for a 48V-to-1V conversion strategy, the total number of GPUs that can

be accommodated in the usable 50,000mm2 area on the wafer would be only about 15. Also, in this

case, the total peak power draw from the external source would be ∼ 6.5 kW i.e., a TDP of 4.9 kW

assuming 85% VRM efficiency and accounting for I2R losses. Thus, the system is area constrained

and not TDP constrained (since the maximum allowable TDP is about 9.3 kW). This is a salient

result since it suggests that much higher performance and energy efficiency may be possible from
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Table 5.5: VRM & Decap Overhead Per GPM

Input

Voltage (V)

VRM+DeCap Area Per GPM (mm2) Number of GPMs

No Stack 2-Stack 4-Stack No Stack 2-Stack 4-Stack

1 300 - - 50 - -

3.3 1020 610 - 29 38 -

12 1380 790 495 24 33 41

48 2460 1330 765 15 24 34

waferscale computing simply through improving the area efficiency of voltage conversion.

For the 12V option, the size of the VRM is expected to be smaller (∼ 1W/3mm2). Therefore,

about 24 GPMs could now be accommodated which would amount to a total of approximately

10.3 kW of maximum power (7.8 kW TDP). However, we still cannot accommodate the maximum

number of 29 GPMs, as dictated by the thermal limit at 120◦C Tj. Therefore, as was the case for

48V supply, the system is area constrained, not thermally constrained.

An alternate power distribution strategy is voltage stacking of multiple GPUs [211–213], as shown

in Figure 5.9. If N GPMs are stacked, the supply voltage to the stack should be N times the supplied

voltage required for one GPM and the same current flows through the stacked GPMs. As shown in

the previous work [213], this approach is viable in the GPM context since neighboring GPMs are

expected to have similar activity and power draw at any time interval (good data placement and

scheduling policy can also help). Now, instead of using N voltage regulators (one per GPM), one

VRM with 1/N conversion ratio would be shared across N GPMs. As the conversion ratio decreases,

the size of the VRM modules can be decreased for the same efficiency. Though a perfectly balanced

stack would ensure stable intermediate node voltage, we anticipate use of lightweight voltage

regulators (such as push-pull regulators [214] which can reduce middle-rail noise while minimizing

static power dissipation) to ensure guaranteed stability of the intermediate nodes. More details

regarding such intermediate voltage circuitry has been shown in [213]. Since these intermediate

voltage node regulators would only be responsible for stabilizing small current demands and not

voltage conversion, compact switched capacitor (SC) based regulators or linear drop-out (LDO)
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(a) One VRM per PDN (b) Stacked voltage supply

Figure 5.9: PDN schemes.

regulators can be used. Our conservative estimates (based on experience and prior work) suggest

that these intermediate regulators would have an area footprint of around 200 mm2. Due to this

reduced per GPM footprint, we find that 34 GPMs can now be accommodated with 4 GPMs per

stack and 48V power supply to the wafer, while 41 GPMs can be accommodated with 12 V supply

and 4 GPMs in a stack. These results show that voltage stacking is a promising technique to enable

scalable waferscale GPU architectures. Table 5.6 shows the different proposed PDN design choices

and corresponding number of supportable GPMs.

While up to 41 GPMs can be supported using voltage stacking, recall that thermal limits only

allow us to pack 29 GPMs (with VRMs considered) running at nominal operating conditions. We,

therefore explore the opportunity to further maximize the number of GPMs by decreasing the supply

voltage and operating frequency of each GPM. To accommodate 41 GPMs, we find the operating

voltage and frequency of these GPMs such that the total power is within the maximum thermal

power budget. We only considered scaling the GPM voltage while maintaining the same DRAM

voltage. The scaled operating voltage and frequency for GPMs is presented in Table 5.7. Notice

that to support the decreased voltage per GPM, the down conversion ratio of the VRM needs to be
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Table 5.6: Proposed PDN solutions

Target

Junc.

Temp.

(◦C)

Dual Heat Sink Single Heat Sink

Thermal

limit (W)

Supply

Voltage (V)/

# GPMs per

Stack

Maximum

Number of

GPMs at

Nominal

Thermal

limit (W)

Supply

Voltage (V)/

# GPMs per

Stack

Maximum

Number of

GPMs at

Nominal

120 9300 48/4 or 12/2 29 6900 48/2 or 12/1 21

105 7600 48/2 or 12/1 24 5400 48/2 or 12/1 17

85 5850 48/2 or 12/1 18 4350 48/1 14

Table 5.7: Operating Voltage and Frequency for the 41 GPMs with 12 V supply and 4-GPMs per

stack

Target

Junc.

Temp.

(◦C)

Dual Heat Sink Single Heat Sink

GPM

Power (W)

Operating

Voltage

(mV)

Operating

Frequency

(MHz)

GPM

Power (W)

Operating

Voltage

(mV)

Operating

Frequency

(MHz)

120 125.75 877 469.6 71.75 752 364.2

105 92 805 408.2 44.75 664 291.4

85 51.5 689 311.7 24.5 570 216.2

enhanced. Earlier, we conservatively estimated the size of the 12V/4V VRM to be that of 12V/1V

conversion ratio, this increase in down conversion ratio (up to 12V/2.4V) can be easily handled by

the VRM of this size.

5.4.3 Allowable Network Architectures for a Waferscale GPU

The above analysis does not consider interconnection between the GPM modules. For a GPM

die size of 500 mm2 (90 mm perimeter), wire pitch of 4 µm and effective signalling rate of 2.2

GHz per wire [37] (ground-signal-ground with 4.4GHz signal speed), the total bandwidth available
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per layer is ∼6TBps. Increasing the number of layers would result in increased inter-GPM and

DRAM bandwidth, however, it would lower yield8. As shown in [186], increasing the local DRAM

bandwidth to the GPMs beyond 1.5TBps results in only a very small performance improvement, but

lowering the bandwidth results in significant performance loss. With this DRAM bandwidth in mind

(1.5TB/s), we analyze a few realizable inter-GPM network topologies for different signal metal

layer count on Si-IF (see Table 5.8). Here, we only consider yield loss due to shorts and opens of the

signalling wires on different metal layers9. One should note that increasing the DRAM bandwidth

has much smaller effect on the Si-IF interconnect yield than increasing the inter-GPM bandwidth as

the GPM to local DRAM spacing is 100-500 µm spacing while the inter-GPM distance for a 5×5

GPM array would be about 16 mm. We assume KGD and that the copper pillar redundancy scheme

would take care of the yield loss due to bonding failure.

Table 5.8: Inter-GPM Network Topologies

Num of Layers Topology Memory Bandwidth (TBps) Inter-GPM Bandwidth (TBps) Yield (%) Diameter Average Hop Length Bisection Bandwidth (TBps)

1

Ring 3 1.5 95.9 15 7.5 3

Mesh 3 0.75 95.9 10 4 3.75

Connected 1D Torus 3 0.5 94.1 8 3 3.75

2

Ring 6 3 91.9 15 7.5 6

Ring 3 4.5 88.6 15 7.5 9

Mesh 6 1.5 91.9 10 4 7.5

Mesh 3 2.25 88.6 10 4 11.25

Connected 1D Torus 3 1.5 84.3 8 ∼3 11.25

2D Torus 3 1.125 79.6 5 ∼2.6 11.25

3
2D Torus 6 1.5 77.0 5 ∼2.6 15

2D Torus 3 1.875 73.4 5 ∼2.6 18.75

Three topologies: ring, mesh and connected 1D Torus can be realized using one layer. Note that

2D Torus cannot be realized using one metal layer without major design and signalling efforts as

some links would have to be routed around the GPM array.

Moving to a two layer solution, we can see that a ring network would be over provisioned with

inter-GPM as well as DRAM bandwidth. Increasing the signal layer count to three layers enables

more balanced 2D torus network, however at an expense of yield which can now be as low as 73.4%.

8Increasing the number of layers increases process complexity as well as the amount of critical area susceptible to
particle defects [147, 215]

9Yield is calculated using the industry-standard negative binomial yield model [140,147,156] described in section 7.2.
We use inverse cubic defect density distribution [215], defect density value as per ITRS [156] and metal pitch of 4µm.
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Figure 5.10: Waferscale GPU with 25 GPM

units (1 redundant unit) comprising of two

3D-stacked DRAM per unit, VRM unit and

decoupling capacitors.

Figure 5.11: Waferscale GPU with 42 GPM

units (2 redundant units) comprising of two

3D-stacked DRAM per unit, VRM unit and

decoupling capacitors.

To summarize, yield concerns constrain the total number of metal layers on a GPU and this, in

turn, limits the allowable network topology configurations on a waferscale GPU. We are now ready

to select the viable waferscale GPU architectures that maximize performance and energy while

satisfying all the physical constraints.

5.4.4 Overall System Architecture

We consider two configurations at the target junction temperature of 105◦C; one with 24 GPMs

running at nominal voltage of 1V and 575 MHz, second with 40 GPMs running at reduced voltage

of 805mV and 469 MHz. For the former, we consider power supply at 12V and no stacking, while

for the latter case, we consider 12V power supply with 4 GPMs in a stack. We show the floorplans

for both these options in Figures 5.10 and 5.11. We show the floorplans with 25 GPMs and 42

GPMs considering redundancies of 1 GPM and 2 GPMs respectively.

Our inter-GPM network is a mesh network that uses two metal layer. The local DRAM bandwidth

as well as inter-GPM bandwidth for each GPM is considered to be 1.5 TBps. Though 6 TBps

of DRAM bandwidth per GPM can be supported with one layer, with 6pJ/bit memory access

energy, the total DRAM power would be quite high ( 200 W) [216]. Hence, we considered DRAM

bandwidth of 1.5TBps as it would result in about 72W of DRAM power. This is almost equal to the

aggregate TDP of 2 3D-stacked DRAM modules [217] that we have assumed per GPM.
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For the first case, when no stacking is used, every GPM has a set of 2 local 3D stacked DRAM

chips, a VRM and decoupling capacitors, forming a tile of dimensions 42mm×49.5mm. The goal

is to floorplan a total of 25 such regular tiles. A 5×5 array floorplan is difficult to realize since the

size of the largest square that can be inscribed in a round 300mm wafer is only about 45000 mm2

(∼ 21 tiles). Hence, one possible floorplan to lay out these 25 tiles is as shown in Figure 5.10. This

floorplan closely resembles a mesh architecture without the corner tiles. We also considered the area

for System+ I/O which would house many system level blocks for external interfaces (CPU-GPU,

drivers), oscillators etc.

Similarly for the floorplan with voltage stacking, we place 42 dies with one VRM + DeCap every

voltage stack of 4 GPMs and three intermediate node voltage (Vint) regulators. We were able to

place 32 GPMs in an array while 10 other GPMs and System+ I/O are placed on the top and bottom

side of the array. A mesh network connects the GPMs. Considering KGD GPM, DRAM and VRM

die with 99% average yield per I/O and 4 pillars per I/O, the estimated bond yield for the 25 and 42

GPM systems are about 98% and 96.6% respectively. The Si-IF substrate yields which depend on

the interconnect length are 92.3% and 95% respectively, this is because the inter-GPM wires are

smaller in the 40-GPM floorplan. Therefore, overall yield is expected to be about 90.5% and 91.8%

for the two cases respectively. Note that while the floorplans have 25 and 42 GPMs respectively,

maximum number of operating GPMs would be limited to 25 and 40 due to thermal budgets. The

extra GPMs can be used as spare GPMs to improve system yield in case of one/two GPMs become

faulty.

Note also that even larger GPU systems could be built by tiling multiple wafer-scale GPUs. Given

we have 940 mm of wafer edge (300 mm wafer diameter) and 20,000 mm2 of area left for external

connectors, about 20 PCIe socket connectors could be accommodated at the periphery assuming

half the periphery is used to deliver power. Using PCIe 5.x which supports 128 GBps per x16 link,

a total of 2.5 TBps of off-wafer bandwidth can be supported.

System Integration: One system integration strategy (Figure 5.12) involves using a primary heat

sink and an optional secondary heat sink to cover the wafer assembly (which is passivated to protect

against humidity, etc). In case the secondary heat sink is not used, a backside rigid metal plate

would be used to encase the system. In case of installation into a chassis (servers/ desktops etc.),
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Figure 5.12: An Si-IF system assembly is shown with the primary and backside secondary heat

sinks. The whole system is bolted to a chassis. The host CPU could either be connected externally

or reside on the wafer itself.

the complete system can be inserted using normal plug connectors or low force insertion sockets 10.

Alternatively, the external metal heat sinks can be used to bolt to the chassis. We estimate that a row

in a standard 19in wide / 36in deep cabinet can house two 300mm (12in) waferscale processors,

including heatsinks. A 42U cabinet can house up to 6 rows (i.e., 12 WS-GPUs).

5.5 Thread Block Scheduling and Data Placement

Performance and EDP of a waferscale GPU architecture would also depend upon how compute

and data is distributed across the waferscale system. Conventionally, thread blocks (TB) in a GPU

during kernel execution are dispatched by a centralized controller to the compute units (CUs) in a

round-robin order based on CU availability. However, such a fine-grained scheduling policy could

place TBs of a kernel across multiple GPMs. Often, consecutive TBs benefit from data locality, and

therefore such a policy could destroy the performance and energy benefits of waferscale integration

10Since silicon is a much more robust material than FR4 material used to build PCBs (compressive strength of 3.2-3.4
GPa vs 370-400 MPa ) and with backside support (using heat sink or plate), a 700 µm to 1 mm thick wafer can easily
bear the normal insertion force of plug connectors (few 10s of MPa); connections can also be wire-bonded to the system
I/O pads, if needed.
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as a large number of memory accesses would now need to be made across the inter-GPM network.

Therefore, we use distributed scheduling instead of centralized scheduling.

In this distributed policy, a group of contiguous TBs of a kernel are assigned to each GPU so

that spatial data locality between TBs can be utilized. Such a policy was used for the MCM-GPU

presented in [186]. Consecutive groups of TBs were placed on the GPM array starting from a corner

GPM and moving row first. Data placement is first-touch, i.e., when the first memory access to a

particular page is done, the page is moved to the local DRAM of the GPM from which the memory

reference was made. However, strong spatial data locality may still exist between non-neighboring

TBs which cannot be exploited by this online policy. In a waferscale GPU with a large number

of GPMs, because communication between non-neighboring GPMs can result in high multi-hop

latency, this can lead to poor performance. Therefore, we need policies that allow TBs which share

a large amount of data to be placed on neighboring GPMs so as to minimize data access latency as

well as total network bandwidth utilization.

To solve this problem, we developed an offline partitioning and placement framework where

the goal is to find the schedule and GPM allocation for TBs and DRAM pages that minimizes

remote memory accesses. Our framework is fully automated and takes in a TB - DRAM page

(TB-DP) access graph as input and outputs TB to GPM mapping as well as data placement (shown

in Figure 5.13).

Nodes in the TB-DP access graph represents either a TB or a DRAM page, and an edge between

a TB and a DRAM page signifies that the particular TB accesses the DRAM page. The edge

weight corresponds to the total number of accesses. Given this graph, the aim is to partition the

graph in to k partitions such that the total weight of the edges crossing the partition boundaries

is minimized. We solve this partitioning problem using an iterative form of Fiduccia-Matthessey

(FM) partitioning algorithm [218] where in each iteration of the algorithm, we extract one partition

with N/k nodes. In our implementation, we allow the size ratio to drift by up to ±2% to minimize

partition cut further. This generates a TB schedule as well as the corresponding data placement for

an application which minimizes data accesses across the partitions. Partitioning, however doesn’t

solve the problem of minimizing overall load on the inter-GPM network and if a few but very

remote (many-hops) accesses still remain, latency issues can affect the overall performance and
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Figure 5.13: TB and DRAM page partitioning and physical GPM mapping flow.

energy efficiency. Therefore, given the network topology and number of GPMs, the next step is to

allocate the TB-DP clusters to these GPMs, this is the cluster placement problem.

For the placement problem, we consider minimization of a remote access cost metric which is the

summation of product of number of accesses and distance between the source and destination of

the access. For example, let’s consider a grid of 5x5 GPMs and 5 accesses made between GPMs at

locations (1,1) and (3,5). The minimum Manhattan hop distance between the locations is 6 hops.

Therefore the cost we consider is 30. The total cost is indicative of the total bandwidth utilization of

the inter-GPM network and minimizing number of hops essentially minimizes latency of accesses.

We use simulated annealing based placement to map the clusters to the appropriate GPMs in the

GPM array. In Figure 5.14, we compare this cost for network topologies with baseline runtime

dynamic scheduling and first touch page placement (discussed below) for the 40 GPM system. Our

offline policy reduces the cost of accesses by up to 57%.

Note that, the partitioning and placement policy has been driven by spatial access patterns. A

policy based on spatio-temporal access patterns would be able to provide better optimizations

but we leave it for future work. Moreover, in this partitioning scheme, we didn’t consider load
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Figure 5.14: Improvement in the access cost metric from offline partitioning and GPM placement

is shown. Baseline is data locality aware distributed scheduling and first touch data placement.

balancing explicitly. The partitioning algorithm divides the TB-DP graph into k nearly equal

partitions, therefore this scheme does not necessarily load balance the TBs. We therefore, also use

a runtime load balancing scheme on top of the static partitioning, where if there are TBs waiting

(to be allocated to a CU) in the queue in a GPM and there are idle GPM(s), the queued TBs are

migrated to the nearest idle GPM.

Other Policies: We also evaluated an online locality aware placement policy where the first group

of TBs is placed in the centre GPM and the subsequent groups are assigned to the GPMs spirally

out of the central GPM. This policy showed performance within ±3% compared to the simple

placement policy of starting from a corner GPM and moving row first. For offline policies, we

considered other access cost metrics such as summation of #access2 ∗ hop (this allows the most

connected TB clusters to be placed closest) and hop2 ∗#access (this minimizes maximum latency

of data accesses). However, placements generated from these metrics have 2% poorer performance

on average compared to the #access∗hop metric, except 7% benefit when using #access∗hop2 on

24-GPU system for color which is an irregular application and is network latency bound. Therefore,

in Section 5.7, we only discuss and analyze the online policy with simple placement and offline

policy with data∗hop metric for cluster placement.
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Figure 5.15: Simulator Workflow

5.6 Methodology

Current architectural simulators such as gem5 [219] and GPGPU-Sim [220] were designed to

study systems with at most dozen of compute units: they are simply unable to simulate waferscale

processors in a reasonable time-frame. In order to study the scalability of GPU applications on a

waferscale processor, a more abstract simulation model is necessary.

Figure 5.15 shows our simulation methodology. The first step in modelling a waferscale GPU is

to collect memory traces from which to extract the application behavior. We create an 8 compute

unit (CU) GPU in gem5-gpu Syscall Emulation (SE) mode, placing a memory probe on the LSQ

(Load-Store Queue) of each CU. Next, we run each benchmark in fast-forward through Linux boot
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Figure 5.16: CU Scaling for Gem5-GPU and

Trace-based Simulator.

Figure 5.17: DRAM Bandwidth Scaling for

Gem5-GPU and Trace-based Simulator for 8

CUs.

until the beginning of the ROI (region of interest), where we take a checkpoint11. Finally, we run

the entire ROI of the application in detailed mode, collecting a memory trace of every global read,

write, and atomic operation and their associated threadblock. The files are fed into our trace-based

simulator.

The trace-based simulator first parses the traces, gathering the relative timing, virtual address,

type of operation (read/write/atomic) and size of the memory access, maintaining the block id of

the access, but clearing any affinity to a particular compute unit. Private compute time is estimated

as the time spent between non-consecutive memory accesses multiplied by the duty cycle of the

compute unit which originally executed the request. Note that this private compute time is not simply

raw computation, but also includes accessing block shared memory. In the view of the simulator,

there is no difference between the two operations. These compute requests are grouped along with

global memory accesses into thread blocks. When executing a thread block, compute requests must

conservatively wait until all outstanding memory requests have completed. Conversely, new memory

requests must wait until there are no outstanding compute requests to proceed. This assumption is

based on the in-order execution of warps within a thread block. In reality, the local warp scheduler

will overlap computation and memory accesses by switching out warps upon cache misses.

We validated our trace-based simulator against gem5-gpu for a small number of compute units.

11For each application, the ROI is a single contiguous code section, run with a large enough input size such that the
trace produces around 20,000 threadblocks.
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Figure 5.18: Roofline Plot Comparison between Gem5-GPU and our Trace Simulator.

Figure 5.16 compares normalized performance across the two simulators for different number

of CUs.12 Figure 5.17 compares normalized performance across the two simulators for different

DRAM bandwidth values. We observe a geometric mean of 5% and maximum error of 28% across

the two simulators when number of CUs is scaled13. We observe a geometric mean of 7% and

maximum error of 26% across the two simulators when DRAM bandwidth is scaled. The results

suggest the validity of our simulation approach (relative to gem5-gpu).

As an additional validation step, we created roofline plots [221] as visual representations of the

interplay of bandwidth, data locality and computation resources in the two simulators. Visual

inspection of Figure 5.18, roofline plots of an 8 CU system, show the same general characteristics

and application positioning between gem5-gpu and our trace-based simulator. This builds further

confidence that application characteristics, such as compute to memory ratio, data locality and

12We were unable to generate validation data for bc and color as the workload datasets were too large to finish on
our gem5-GPU setup

13Coherency, operating system effects, threadblock scheduling runtime and sophisticated memory coalescing schemes
are not modelled accurately in the trace simulator leading to errors. Also, optimizations such as using local shared
memory or warp scheduling techniques to minimize memory latency are not modelled.
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bandwidth bottlenecks are preserved in our trace-based methodology.

For the results in Section 5.7, we evaluate a 24 GPM waferscale GPU running at 575 MHz and

a 40 GPM waferscale GPU running at 408.2 MHz, following from the VFS scaling explored in

Section 5.4. We compare against a single MCM-GPU, a 6 package, 24 GPM MCM-GPU and a 10

package, 40 GPM MCM-GPU. Our baseline scheduler is dynamic scheduling similar to the one

proposed in [186, 222], i.e., round-robin within GPM first and first touch page placement, where

a page is mapped to the GPM from which it is first accessed. Our systems are evaluated on the

five benchmarks from Rodinia [200] and two irregular workloads from Pannotia suite [185] which

we could run successfully on gem5-gpu (Table 5.9). We use a mesh network topology for the

waferscale inter-GPM networks and for scale-out MCM-GPU, we consider the MCM packages

interconnected using an on-board mesh network.

Table 5.9: Benchmarks

Benchmark Suite Domain

backprop Rodinia Machine Learning

hotspot Rodinia Physics Simulation

lud Rodinia Linear Algebra

particlefilter naive Rodinia Medical Imaging

srad Rodinia Medical Imaging

color Pannotia Graph Coloring

bc Pannotia Social Media

5.7 Results

To quantify performance and energy benefits of waferscale GPU architectures, we compare the

benefits of our proposed waferscale architectures against 24 and 40 GPM systems built using

multiple MCM-GPUs where each MCM-GPU houses 4 GPMs, alongside the local DRAMs. The

MCM-GPUs are assumed to be integrated using conventional PCB-based integration technology.

Comparisons are done based on two scheduling and data-placement policies. One is online dis-
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tributed scheduling of thread group (round robin within GPM first) coupled with first touch page

placement as proposed in [186] (RR-FT) and the other is our offline partitioning and placement

approach (MC-DP) (Section 5.5).

We first compare the results using MC-DP. Figures 5.19 and 5.20 show comparative raw perfor-

mance and EDP results for different configurations across a variety of benchmarks when using

MC-DP. We see that applications such as backprop, hotspot and particlefilter_naive show perfor-

mance benefit, up to 4.9x and 6.1x speedup, from 24-GPM and 40-GPM systems respectively

implemented using MCM-GPU over a single MCM-GPU (4-GPM) . However, applications like

lud and color show performance degradation when run on either MCM-24 or MCM-40 systems.

This is because, large memory footprint and irregular access patterns of these applications cause

significant inter-MCM data transfers which ultimately dominate performance scaling.

Figure 5.19: Performance improvement for Waferscale GPUs vs MCM package based conventional

systems.

While scheduling on multi-MCM GPUs was first performed within a GPM in a round robin fashion,

larger kernels were still split and spread across multiple MCM modules for load balancing. Also,

as the number of MCM modules in the network increases, percentage of multi-hop communication

increases, which further gets bottle-necked by the inter-MCM on-board bandwidth.

On the other hand, all the applications see substantial speedup from both 24-GPM and 40-
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Figure 5.20: EDPs for waferscale GPUs vs MCM package based conventional systems.

GPM waferscale GPU architectures, up to 10.9x (2.97x, on average) and 18.9x (5.2x, on average)

respectively when compared to comparable MCM-GPU based architectures. Such large speedups

are because of the very high inter-GPM bandwidth available across the entire wafer. Similarly,

average EDP benefit of 9.3x and 22.5x can be obtained from waferscale integration. This is because

of the major reduction in execution time as well as 10x better energy efficiency of inter-GPM

communication.

Moving on to the RR-FT policy, it is seen that the performance gap between waferscale systems

and MCM-GPU based systems is about 2x higher when using RR-FT over MC-DP. This reduction

in performance gap between MCM-GPU and waferscale system when going from RR-FT to MC-DP

means that scale-out MCM-GPU based systems benefit more than waferscale based systems when

using MC-DP. This is because in MCM-GPU based systems, the cost of inter-MCM on-board

communication is much higher than that in waferscale systems. As a result, our offline policy,

which helps to reduce this communication through intelligent scheduling and data placement, brings

significant improvement in the performance of the scale-out MCM-GPU systems. Thus, our offline

policy is well suited for scale-out MCM-GPU systems as well.
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Figure 5.21: Performance of different scheduling and data placement policies.

We now perform a more detailed comparison of our offline partitioning and placement approach

with the baseline locality-aware distributed scheduling policy for waferscale based systems. We

evaluate the baseline policy with a realistic first touch page placement (RR-FT policy) as well as

with an oracular data placement (RR-OR) that guarantees either that the remote accesses have no

overhead or that there are no remote accesses. We simulated RR-OR by putting all DRAM pages in

all the GPMs’ local DRAM in our simulations. Similarly, we considered three variants of our offline

approach. In the first case (MC-FT), only the thread block schedules were used from the offline

partitioning results alongside a first-touch page placement policy. In the second case (MC-DP), we

considered the data placement output from our partitioning and placement framework. In the third

case (MC-OR), we considered the maximum speedup possible using these thread block schedules,

i.e., again all DRAM pages were placed in all the GPMs’ local DRAM.

As shown in Figure 5.21, we observe that a runtime RR-FT policy performs on an average 7%

worse compared to RR-OR policy; this is similar to the observation made in [186] in context

of MCM-GPUs. We also observe that our partitioning and GPM placement policy significantly

outperforms RR based policies (both FT and oracular). For applications such as backprop, hotspot,

srad, large performance benefits of up to 2.88x are attainable over RR-FT for the 24 GPM case.

Benefits are upto 1.62x in 40 GPM case. Such large benefits come from the fact that our partitioning

scheme clusters together the thread blocks which touch the same DRAM pages. This minimizes the
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Figure 5.22: EDP of different scheduling and data placement policies.

total number of remote accesses made; this also makes caching more effective because data locality

within GPM is strongly preserved and therefore cache hit rate increases. Overall, on an average, our

offline policy (MC-DP) results in 1.4x (24 GPMs) and 1.11x (40 GPMs) benefits over the baseline

RR-FT policy and comes within 16% of maximum speed up possible (MC-OR). This results in an

average EDP benefit of 49% and 20% respectively for 24 and 40 GPM systems respectively (shown

in Figure 5.22).This also indicates that online scheduling optimizations based on programmer and

compiler hints [223, 224] can help achieve better performance on WS-GPU than the RR-FT online

policy. Note that the relative benefit of MC-DP over RR-FT is smaller for the 40 GPM system

compared to 24 GPM system. This can be attributed to the fact that TBs get distributed across more

number of GPMs as the system size grows and therefore the benefit of caching decreases.

As mentioned before, we use 575 MHz as the operating frequency of the GPMs. At higher

GPM frequencies, WSI-GPU benefits increase since communication is more of a bottleneck when

the GPMs are running faster as frequency of data access requests increase. E.g., on average,

WS-GPU-24 outperforms MCM-24 by an additional 7% at 1GHz vs 575MHz.

For the topology with 40 GPMs, we also considered non-stacked configuration. In a non-stacked

configuration, GPMs need to be run at even lower voltage and frequency (0.71V/360MHz). The

resulting system has 14% lower performance on average compared to the stacked configuration.

Finally, our thermal analysis assumed efficient forced air cooling model. Liquid or phase change
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cooling solutions can increase the sustainable TDP, enabling even higher compute density [225].

We estimate that a 2X increase thermal budget from liquid cooling can increase performance of

WS-GPU-40 by additional 20-30% compared to baseline MCM-40.

5.8 Summary and Conclusion

Waferscale processors can dramatically reduce communication overheads. However, they have had

unacceptable yield. Emerging integration technologies such as a Silicon-Interconnection Fabric

(Si-IF)-based integration [4, 37], where pre-manufactured dies are directly bonded on to a silicon

wafer, may enable waferscale processors without the corresponding yield issues. Therefore, time

is ripe to revisit waferscale architectures. In this work, we showed that it is feasible and useful to

architect a modern day waferscale system. Using a waferscale GPU as a case study, we showed

that while a 300 mm wafer can house about 100 GPU modules (GPM), only a much scaled down

GPU architecture with about 40 GPMs can be built when physical concerns are considered. We

also studied the performance and energy implications of waferscale architectures. We showed that

waferscale GPUs can provide significant performance and energy efficiency advantages (up to 18.9x

speedup and 143x EDP benefit compared against equivalent MCM-GPU based implementation on

PCB) without any change in the programming model. We also developed thread scheduling and

data placement policies for waferscale GPU architectures. Our policies outperformed state-of-art

scheduling and data placement policies by 2.88x (average 1.4x) and 1.62x (average 1.11x) for 24

GPM and 40 GPM cases respectively. Finally, we built the first Si-IF prototype with interconnected

dies - the 100% yield we observe for our prototype, coupled with high bond yield reported for

previous Si-IF prorotypes, demonstrates the technological readiness for building waferscale GPU

architecture.
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CHAPTER 6

Designing a 2048-Chiplet, 14336-Core Waferscale Processor

Waferscale processor systems can provide the large number of cores, and memory bandwidth

required by today’s highly parallel workloads. One approach to building waferscale systems is

to use a chiplet-based architecture where pre-tested chiplets are integrated on a passive silicon-

interconnect wafer. This technology allows heterogeneous integration and can provide significant

performance and cost benefits. However, designing such a system has several challenges such

as power delivery, clock distribution, waferscale-network design, design for testability and fault-

tolerance. In this work, we discuss these challenges and the solutions we employed to design a

2048-chiplet, 14,336-core waferscale processor system.

6.1 Introduction

The proliferation of highly parallel workloads such as graph processing, data analytics, and machine

learning is driving the demand for massively parallel high-performance systems with a large number

of processing cores, extensive memory capacity, and high memory bandwidth [198,226]. Often these

workloads are run on systems composed of many discrete packaged processors connected using

conventional off-package communication links. These off-package links have inferior bandwidth

and energy efficiency compared to their on-chip counterparts and have been scaling poorly compared

to silicon scaling [9]. As a result, the overhead of inter-package communication has been growing

at an alarming pace.

Waferscale integration can alleviate this communication bottleneck by tightly interconnecting a

large number of processor cores on a large wafer. Multiple recent works have shown that waferscale

processing can provide very large performance and energy efficiency benefits [11, 227] compared to
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conventional systems. Recently, Cerebras has successfully commercialized a waferscale compute

engine. Similarly, in the BrainScaleS/FACETS [228] project, a waferscale brain emulation engine

was built. These approaches rely on building one large monolithic waferscale chip with custom

cross-reticle interconnections. Monolithic waferscale chips are, however homogeneous, and so

cannot integrate components from heterogeneous technologies such as DRAM or other dense

memory technologies. Moreover, in order to obtain good yields, redundant cores and network links

need to be reserved on the waferscale chip.

A competing approach to building waferscale systems is to integrate pre-tested known-good

chiplets (in this work, we call un-packaged bare-dies/dielets as chiplets) on a waferscale interconnect

substrate [11]. Silicon interconnect Fabric (Si-IF) is a candidate technology which allows us to

tightly integrate many chiplets on a high-density interconnect wafer [229]. Si-IF technology provides

fine-pitch copper pillar based (10µm pitch) I/Os which are atleast 16x denser than conventional

µ-bumps used in an interposer based system [230], as well as ∼100µm inter-chiplet spacing.

Therefore, it provides global on-chip wiring-like characteristics for inter-chiplet interconnects.

Moreover, in a chiplet-based waferscale system, the chiplets can be manufactured in heterogeneous

technologies and can potentially provide better cost-performance trade-offs. E.g., TBs of memory

capacity at 100s of TBps alongside PFLOPs of compute throughput can be obtained which is

suitable for big-data workloads in HPC and ML/AI.

Large scale chiplet assembly based system design, however, has its unique set of challenges which

encompass a wide range of topics from the underlying integration technology to circuit design and

hardware architecture, and their impact on software. This work, for the first time, attempts to build a

fine-grained chiplet-based waferscale processor prototype. The system comprises an array of 1024

tiles, where each tile is composed of two chiplets, for a total of 2048 chiplets and about 15,000 mm2

of total area.

The scale of this prototype system forced us to rethink several aspects of the design flow. Because

this is the first attempt at building such a system, there were several unknowns around the manu-

facturing and assembly process. As a result, fault tolerance and resiliency, was one of the primary

drivers behind the design decisions we took. We also ensured that the design decisions were not too

complex, such that they could be reliably implemented by a small team of graduate students within
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a reasonable amount of time. The several challenges we faced while architecting and designing this

system are as follows:

(1) How should we deliver power to all the flip-chip bonded chiplets across the wafer?

(2) How can we reliably distribute clock across such a large area?

(3) How can we design area-efficient I/Os when a large number of fine-pitch copper pillar-based

I/Os need to be supported per chiplet, and how do we achieve very high overall chiplet assembly

and bonding yield?

(4) What is the inter-chip network architecture and how do we achieve resiliency if a few chiplets

fail?

(5) What is the testing strategy when I/O pads have small dimensions and how do we ensure

scalability of the testing schemes?

(6) How can we design the chiplets and the substrate with the uncertainty and constraints of the

manufacturing process ?

In this work, we explain the challenges and possible solutions (including design decisions for

our prototype system) for building scale-out chiplet-assembly based systems. To the best of our

knowledge, this is the largest chiplet assembly based system ever attempted. In terms of

active area, our prototype system is about 10x larger than a single chiplet-based system from

NVIDIA/AMD etc. [231, 232], and about 100x larger than the 64-chiplet Simba (research) system

from NVIDIA [233].

6.2 Overview of the Waferscale Processor System

To understand the design and implementation challenges as well as the opportunities when using

a chiplet based waferscale processor system, we architected and designed a 2048-chiplet based

14,336 core processor system. Here, we first provide a brief overview of the architecture of the

overall system, the chiplets and the intra-chiplet and inter-chiplet network.
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Figure 6.1: (a) Waferscale Processor System Overview showing 32x32 tile array where each tile

comprises of a compute chiplet and a memory chiplet. (b) Detailed overview of the compute and

memory chiplets. (c) Micrograph of the compute chiplet.

Table 6.1: Salient Features of the Waferscale Processor System

# Compute Chiplets 1024 # Memory Chiplets 1024 # Cores per Tile 14

Compute Chiplet Size 3.15mm x 2.4mm Memory Chiplet Size 3.15mm x 1.1mm Network B/W 9.83 TBps

Private Memory per Core 64KB Total Shared Memory 512 MB Total # Cores 14336

Compute Throughput 4.3 TOPS Shared Memory B/W 6.144 TB/s # I/Os per Chiplet 2020(C)/1250(M)

Total Area (w/ edge I/Os) 15100 mm2 Nominal Freq./Voltage 300 MHz/1.1V Total Peak Power 725W

Overall System Architecture We designed a scalable tile-based architecture for our system.

This architecture can scale to a 32×32 tile array (see Figure 6.1), for a total of 1024 tiles. Each

tile is comprised of two chiplets: a Compute chiplet and a Memory chiplet. It contains a total

of 14 independently programmable processor cores and 512KB of globally shared memory. We

architected this system as a unified memory system where any core on any tile can directly access

the globally shared memory across the entire waferscale system using the waferscale interconnect

network. Scaling a network across 14,336 cores however is challenging. Therefore, we designed a

hierarchical network scheme with an intra-tile crossbar network and a waferscale inter-tile mesh

network. The salient features of the system are listed in Table 6.1.

The chiplets are designed and fabricated in the TSMC 40nm-LP process and terminated at the top

copper metal layer where the fine-pitch I/O pads were built. The waferscale substrate is a passive

substrate containing the interconnect wiring between the chiplets and copper pillars to connect
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to the chiplet I/Os. The chiplets are flip-chip bonded on to the waferscale substrate as shown in

Figure 6.3 and we would connect the entire waferscale system to the power supply and external

controllers using edge connectors.

Compute Chiplet As shown in Figure 6.1, the compute chiplet contains 14 ARM CORTEX-M3

cores and their private SRAMs (64KB each), memory controllers (to access the banks in the memory

chiplet), network routing infrastructure for inter-tile network and a chiplet-level intra-tile crossbar

interconnect (implemented using ARM BusMatrix IP) to connect all these components. The power

delivery related components are also contained within the compute chiplet. The network routing

infrastructure was built around the open-source BSG IPs [234], but includes other custom units

needed to support two independent networks, adapters to communicate with the intra-tile network

and support various memory-mapped functionality.

Memory Chiplet The memory chiplet comprises five 128KB SRAM memory banks. Four of

these banks are addressable using the global shared memory address space while one bank can be

accessed only by the cores and network routers on the same tile. All these banks can be accessed in

parallel and are connected to the intra-tile network through the memory controllers on the compute

chiplet. The memory chiplet also provides buffered feedthroughs for the north-south interconnect

links and two banks of decoupling capacitors. Note that though the two chiplets in a tile are

architecturally heterogeneous, we implemented them in the same technology node for ease of

design. However, this chiplet can be easily implemented in a newer or denser memory technologies

for higher memory capacity and/or area savings.

Features of the waferscale substrate The waferscale substrate is built using the Si-IF technology.

The I/O (i.e., copper pillar) pitch we use in our prototype is 10µm (minimum that the technology

offers). The interconnect wiring pitch is 5µm (minimum offered is currently 4µm). With two layers

of signaling, the edge interconnect density we achieve is 400 wires/mm.

We validated the system design and architecture discussed in this work by building and testing

a reduced-size multi-tile system. Figure 6.2 shows the current prototype system. We were also
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Figure 6.2: A 4-tile prototype system is shown.

successfully able to run various workloads including graph applications such as breadth-first search

(BFS), single-source shortest path (SSSP), etc. on this system. Next, we will discuss each of our

design decisions in detail.

6.3 Waferscale Power Delivery and Regulation

Here, we ask the question: How to deliver power reliably to all the chiplets which are flip-chip

bonded on to a ∼15000mm2 large waferscale interconnect substrate? Unlike a monolithic waferscale

system where the power can be directly supplied to the top-most metal layer (face side), the chiplets

are flip-chip bonded on to the thick waferscale substrate. As a result, either power can be delivered

through the backside of the wafer using through-wafer-vias (TWVs) [235], which are 700µm deep
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vias across a full-thickness wafer, or can be delivered at the edge of the wafer. Since the integration

of TWV technology in a Si-IF wafer is still under development and not ready for prime-time yet,

we chose to use edge power delivery for our prototype system.

The peak power per tile is about 350mW when operating at a voltage of 1.21V (fast-fast corner).

Therefore, about 290A of current needs to be delivered to the chiplets across the wafer. The number

of metal layers in the substrate is restricted to four in order to maximize yield. Since two metal layers

are dedicated to inter-chip signaling, two layers are available for power distribution. Maximum

thickness of metal layers in the Si-IF technology is 2µm and thus, the resistance of the power

distribution network would result in large voltage droop if the current that needs to be delivered is

very large. As such, we considered two different strategies for power delivery: (1) High voltage

(say 12V) power delivery at the edge and using down conversion (buck or switched capacitor based

converters) near the chiplets [11], which would lower the current delivered through the power planes

by ∼12x, (2) Higher voltage power delivery (say 2.5V) at the edge and using low-dropout (LDO)

based regulation in the chiplets, which would mean that a larger amount of current needs to traverse

the PDN planes and, therefore, would sustain larger losses in the power delivery planes.

The first option of using down-conversion near the chiplets has high area overheads because bulky

off-chip components such as inductors and capacitors need to be placed on the wafer. We estimate

that about 25-30% of the area would be occupied by these components. Moreover, integrating these

components on the wafer would result in disruption of the regular structure of the chiplet array and

increase the inter-chiplet distance, which would diminish the benefits of fine-pitch interconnects.

This scheme would result in increased design complexity.

Since, this prototype is a sub-kW system, we chose to avoid this complexity in lieu of some power

efficiency loss coming from the resistive power loss and poorer LDO efficiency. In our scheme, the

chiplets near the edge would receive power at much higher voltage (2.5V) and the chiplets away

from the edge would receive power at lower voltage due to resistive power loss related voltage

droop. Our estimates show that the chiplets at the center would receive power at roughly 1.4V

during peak power draw from all the chiplets. This however, makes the LDO design challenging

as it has to produce a stable voltage of 1.1V (nominal) for the logic devices while the DC supply

voltage can vary between 1.4V and 2.5V depending on where the chiplet is placed on the wafer. We
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Figure 6.3: Power is delivered from the edge. The chiplets at the edge of the wafer receive power

at 2.5V. There is voltage droop as we move towards the center of the wafer and the chiplets at the

center receive power at 1.4V.

built a custom LDO which can track this wide input voltage range.

The other challenge is that the LDO regulator has to support up to 350mW of peak power while

sustaining up to 200mA current demand fluctuation (worst case) within a few cycles. In order

to achieve good regulation under these operating conditions, the LDO regulator needs sufficient

decoupling capacitance at the output. Such high capacitance requirements are usually fulfilled using

off-chip discrete decoupling capacitors. However, in our waferscale system, off-chip capacitors

can only be placed around the edge of the array. As a result, the chiplets at the center of the

array can be as far as 70 mm away from the nearest capacitor. Hence, we designed a custom

on-chip decoupling capacitor and dedicated ∼35% of the total tile area to decoupling capacitance

giving about 20 nF per tile. In the future, incorporation of deep trench decoupling capacitors [236]

(currently under development) in to the waferscale substrate has the potential to significantly

improve PDN performance and will also reduce the area overhead of on-chip decoupling capacitors.

The eventual design ensures that the regulated voltage is always between 1.0V and 1.2V across

process/voltage/temperature corners. We omit the circuit level details for brevity.

6.4 Waferscale Clock Generation and Distribution

Next, we ask the question: How do we provide clock to all the chiplets across the >15,000mm2

waferscale substrate?
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We included a phase-locked loop (PLL) in the compute chiplet which can take an input clock

with frequency between 10 and 133MHz and generate an output clock with frequency up to 400

MHz. Therefore, one option is to distribute a slow clock across the wafer using a passive clock

distribution network (CDN) built on the Si-IF. However, there are two challenges in such a scheme.

First, the parasitics of a passive CDN which spans an area of about 15,100 mm2 and has 1024 sinks

are very large (>450pF and >120nH). So, the clock distribution can only be done at sub-MHz

frequency. Also, getting a good crystal oscillator which can drive large capacitive load while

ensuring absolute jitter performance of sub-100 pico-seconds is hard. Second, the PLL IP we used

requires a stable reference voltage for reliable operation. However, the voltage regulation in the

chiplets away from the edge is not perfect and the regulated voltage could fluctuate between 1.0V

and 1.2V. As a result, stable clock can only be generated near the edge of the wafer where the

chiplets can access near-by off-chip decoupling capacitors. Therefore, in this system, a fast clock

(up to 350 MHz) will be generated in one of the edge tiles and then forwarded throughout the tile

array using forwarding circuitry built inside every tile. Next, we briefly describe the clock selection

and forwarding circuitry.

Figure 6.4: Schematic of clock selection and forwarding circuitry

Clock Selection and Forwarding

The clock selection and forwarding circuitry is a part of the compute chiplet. As shown in Figure 6.4,

the compute chiplet has multiple clock inputs: master (slow) clock, software-controlled test/JTAG

clock and four forwarded clocks (one from the neighboring chiplet on each side); and four outputs
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Figure 6.5: A clock forwarding configuration is shown for a system with faulty tiles. All tiles

except the yellow one can receive the forwarded clock.

Figure 6.6: Fine-pitch I/O layout with ESD protection circuitry and two Cu-pillars per I/O pad.
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to forward a clock to the neighboring chiplets on all sides. During testing and program/data loading

phases, the JTAG clock is selected as the functional clock for the tile. During the program execution

phase however, either one of the four forwarded input clocks or the master clock can be selected

as the functional clock for the tile logic. If the frequency of the selected tile clock needs to be

multiplied, it can be optionally passed on to the PLL. Moreover, one of these five clocks is selected

to be forwarded to all the neighboring tiles.

During boot-up, the clock selector circuitry defaults to the software-controlled JTAG clock. Using

JTAG, we then initiate the clock setup phase. In this phase, first we select one or multiple edge

tiles and configure them to generate a faster clock from the slower system clock that is provided

from an off-the-wafer crystal oscillator source. The generated faster clocks from the edge chiplets

are forwarded to their neighboring chiplets. The non-edge chiplets are then configured for the

auto-clock selection phase. In this phase, the clock selection circuitry selects the forwarded clock

which starts toggling and is the first to reach a pre-defined toggle count (default is 16). Once a

forwarded clock is selected, the clock setup phase for that tile terminates and the selected clock

is forwarded to its neighboring tiles. This ensures that no live-lock scenarios occur in the clock

forwarding process.

However, one issue with such a clock forwarding scheme is that the fast clock can accrue duty

cycle distortion because of pull-up/pull-down imbalance in the buffers, inverters, forwarding unit

components and inter-chiplet I/O drivers [237]. As the clock traverses across multiple tiles in the

array, this duty cycle distortion can potentially kill the clock, e.g., a 5% distortion per tile could kill

the clock with in just 10 tiles. In order to avoid this issue, we forward an inverted version of the

clock. This ensures that the distortion is alternated between the clock cycle halves. The half-cycle

phase delay and any jitter introduced is not a concern since our inter-chiplet communication uses

asynchronous FIFOs [234]. Moreover, we also implemented a duty cycle distortion correction

(DCC) unit [238], which can correct any residual distortion.

Resiliency in Clock Forwarding Network

Faulty chiplets can potentially disrupt the clock forwarding mechanism. Our clock generation and

forwarding scheme however, has resilience built in. Because any chiplet at the edge can generate

a faster clock, there isn’t a single point of failure in clock generation. Moreover, because every

138



non-edge tile receives a toggling clock from all four directions, this ensures that if at least one of the

neighboring chiplets out of the four is not faulty, then the clock can reach that chiplet and be further

forwarded. By induction, it can be proven that the generated fast clock can reach all non-faulty tiles

on the wafer, unless all the neighboring tiles of a specific tile are faulty.

Figure 6.5 shows one possible clock forwarding configuration for an 8x8 tile array with faulty tiles.

The edge tile 1 generates the faster clock that gets forwarded across the entire wafer. Even with 6

faulty tiles in a 64 tile mesh, all tiles, except tile 2 , receive the forwarded clock. Tile 2 has faulty

tiles on all four sides and hence, is unable to receive the generated clock. Even otherwise, this tile

would have been rendered unusable since there is no available path for other tiles to communicate

with this tile using the waferscale inter-tile network. On the other hand, tile 3 can still receive the

forwarded clock even when surrounded by three faulty tiles. This is because it has one non-faulty

neighbor from which it receives the generated clock.

6.5 I/O Architecture

In this section, we ask the question: Since, each chiplet needs to support a large number of I/Os

(transceiver circuitry and Cu pads) for fine-pitch copper pillar interconnects, how do we design

area-efficient I/Os and achieve high bonding yield?

The Si-IF technology allows inter-chiplet links to be as short as 200-300 µm. As a result, the

links can be easily driven by small, energy efficient I/O circuitry that can operate at 1GHz. Besides,

the Si-IF technology also offers fine pitch copper pillars (10µm pitch) for bonding the chiplet on to

the substrate and fine pitch interconnect wiring (4 µm pitch) for inter-chiplet communication [229].

In order to support a large number of I/Os without large area overhead, the size of the I/O cells

need to be small. Moreover, if the I/O cells are large, they have to be placed at a distance from

the I/O pads, thereby, significantly reducing the energy benefits of short inter-chiplet Si-IF links.

Therefore, if the I/O circuitry can be completely encompassed under the pad, it would enable us

to obtain optimal energy efficiency for the I/O transceivers. The transmitter was designed using

simple appropriately-sized cascaded inverters which can drive signals at 1GHz for link length of up

to 500µm. The receiver was designed using two minimum sized inverters. Managing electrostatic

139



discharge (ESD) in small I/O cell area is a challenge but fortunately, unlike packaged parts which

usually have to deal with large ESD events corresponding to 2kV human body model, bare-die

chiplet to wafer bonding only needs to address the less stringent 100V human-body model (HBM)

or machine-model (MM) specifications [239] (similar to silicon interposers).

The final area of the I/O cells, along with the stripped down ESD circuitry, was about 150µm2.

This is larger than the area that could be accommodated under one copper pillar. Therefore, we

designed the I/Os such that two copper pillars can land on each pad. This also enhances the bonding-

related yield. For a single pillar, the expected bonding yield is >99.99% [229]. With two pillars per

pad, per-I/O bonding yield can be improved significantly. With over 2000 I/Os per chiplet, bonding

yield for a chiplet would therefore improve from 81.46% to 99.998%. This is critical for system

yield since our waferscale system comprises of 2048 chiplets (i.e., at the wafer-level this would

reduce expected number of faulty chiplets from 380 down to 1). As shown in Figure 6.6, in order

to achieve the maximum I/O density per mm of chiplet edge, the I/O pads were placed such that

the two pillars landing on each I/O pad would be orthogonal to the chiplet edge. Overall, this I/O

design is area-efficient (total I/O area is only 0.4mm2), energy-efficient (0.063pJ/bit) and improves

system yield dramatically.

6.6 Waferscale Network Architecture and Resiliency

The next question we ask is: How do we architect the waferscale network and ensure good

connectivity among working chiplets when a small number of chiplets may fail?

We use a mesh network to connect the chiplets across the wafer. The network routers reside

on the compute chiplet. In order to avoid deadlocks, we use dimension-ordered routing (DoR).

However, as mentioned in Section 6.5, even with an excellent bonding yield of 99.998% per chiplet,

the overall system of 2048 chiplets might have one or few faulty chiplets. Using Monte-Carlo

simulation we estimate the percentage of source destination pairs that will get disconnected if there

is a single path between any pair of chiplets. As shown in Figure 6.7, with just five faulty chiplets

(out of 2048) in the wafer, >12% of paths get disconnected.

In order to overcome this issue, we designed two independent networks across the wafer; one
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Figure 6.7: Average percentage of disconnected source-destination pairs for the conventional

scheme with one DoR network versus when two networks are used. This result is obtained using a

set of randomly generated fault maps.

with X-Y dimension-ordered routing and the other with Y-X dimension ordered routing as shown

in Figure 6.8. With this, most chiplet pairs (all pairs where the two chiplets are not in the same

row/column) on the wafer have two distinct paths between them. This dramatically reduces the

number of paths that get disconnected when a certain number of chiplets on the wafer are faulty.

For example, with five faulty chiplets on the wafer, the percentage of disconnected paths reduces

from >12% to <2% as we go from a single DoR network to two independent DoR networks on

the wafer. The paths that still get disconnected with two DoR networks mostly connect those pairs

of chiplets that are in the same row/column. Moreover, in our system, network request-response

communication happens using the complimentary networks (this is baked in to the router hardware).

As shown in Figure 6.8, if a request from chiplet A to chiplet B is sent along the X-Y direction, the

response from B-to-A is sent in the Y-X direction in order to ensure that the same path is taken

by the request-response pair. This makes sure that two-way communication between chiplets is

possible whenever one non-faulty path exists. This also avoids deadlocks between request-response

pairs.

141



Figure 6.8: Fault-tolerant waferscale mesh network architecture.

Figure 6.9: Larger pads are for probing and fine-pitch pads are for inter-chiplet communication.
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Given the length of our chiplet edge, we can support 400-bit wide parallel inter-chiplet network

link escaping each side of the tile. The width of an entire packet in our case is 100 bits. Thus, we

divide the inter-chiplet links into four separate parallel wide buses. Two of them are dedicated to

the X-Y network and the other two are dedicated to the Y-X network. The two buses corresponding

to each DoR network are ingress and egress links.

The task of choosing the correct network to use is left up to the kernel software. Once a system is

fully assembled, we identify the faulty tiles and store them in a fault-map. The kernel software then

uses the information of the fault map to decide the network to use for a source-destination tile pair.

If both the paths are available between two tiles, the kernel software is used to distribute the source-

destination pairs to the network in a way such that both the networks are equally utilized. While

doing so, we ensure packet consistency (i.e., packets arrive in order) by allocating all communication

between a source-destination pair to a single network only.

Additionally, we can also use kernel software to circumvent the issue of disconnected paths.

Every time a packet needs to be sent through a path with a faulty tile, it can divert the packets to an

intermediate tile and then route it from the intermediate tile to the final destination. The response

packet will also follow the same path. However, this will require cores to allocate cycles towards

network routing instead of executing the actual application process and hence, can adversely affect

the overall performance. Since our solution of using two DoR networks significantly reduces the

number of disconnected paths, as compared to a single network, this performance impact is expected

to be minimal. In the future, we will incorporate sophisticated routing schemes [240, 241] for

improved waferscale fault tolerance as well as performance.

6.7 Testing Infrastructure

Chiplet-based waferscale technology promises to provide better system yield than a monolithic

approach. However, it depends on the identification of known-good dies (KGD) and reliable chiplet

assembly on the Si-IF. Therefore, we ask the question: How to do design our test scheme for

pre-bond testing as well as testing the system post assembly?
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Test infrastructure inside a tile As shown in Figure 6.10, the ARM CORTEX-M3 core provides

debug access through a Debug Access Port (DAP, based on IEEE 1149.1 JTAG protocol minus

boundary scan). External communication with the DAP port is done using a JTAG interface. Each

tile in our system has fourteen cores and, therefore, fourteen DAP interfaces. One option was to

bring all the fourteen DAP interfaces out to the edge of the compute chiplet; and eventually to the

edge of the wafer for testing (using ARM-based MBED microcontrollers, in our case). However,

such a scheme would require a lot of I/Os at the edge of the wafer, e.g., for just the 32 chiplets at

the edge, a 1792-bit interface is needed. Though handling this many I/Os at the edge is possible

using advanced connectors or by using serialization/de-serialization at the edge of the wafer, this

was beyond the scope of this work. Therefore, we daisy-chained all the DAP interfaces inside the

compute chiplet (as shown in Figure 6.10) and so, only one JTAG interface is required to connect

to the multiple DAPs in a chain. We also provision the daisy-chain such that it can be extended to

include DAPs across multiple chiplets.

During testing, all the cores would usually run the same set of test instructions. Also, upon

analysis of many irregular workloads, we found that majority of the cores would actually run the

same program (albeit independently). Therefore, in order to minimize the program loading time, we

provision for the same program to be broadcasted to multiple cores in a tile. The optimization is to

broadcast the input at TDItile (Test Data In) to the TDI pin of all the DAP ports and the TDO (Test

Data Out) of the first core is forwarded to TDOtile. Thus, in this mode, the external controller sees

only one DAP per tile and, therefore, the JTAG bit shifting latency reduces by 14x.

6.7.1 Pre-bond Testing

Pre-bond testing is essential for identifying KGD parts. However, there are two issues which

make pre-bond testing of un-packaged chiplets designed with fine-pitch IO pads for Si-IF assembly

difficult: (1) the fine-pitch IO pads with 10 µm pitch and 7 µm width are not amenable to probe-

card-based testing. The probe pitch usually is larger than 50 µm. (2) Once the probes land on

a pad, it damages the planarity of the pad surface which is critical for reliable subsequent direct

metal-to-metal bonding.
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Figure 6.10: Schematic of the test circuitry inside a tile.

Figure 6.11: Progressive unrolling scheme is shown. The JTAG chain is unrolled progressively to

identify the faulty chiplet in the chain.
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Therefore, in order to get around these issues, we designed larger duplicate pads for the JTAG

and some auxiliary test signals. These larger pads are designed such that probe-card testing can

be done, while their fine-pitch counterparts are used for bonding to the Si-IF. Using this approach,

we can thoroughly test the chiplets and eliminate faulty chiplets before bonding. Once the chiplets

are tested, we ensure that, for die-to-wafer bonding, we don’t use the larger pads which are probed.

We only have copper pillars for bonding the fine-pitch pads which are not probed. The same JTAG

interface can be used to load test routines and programs in the chiplet after bonding, but now using

the fine-pitch pillars.

6.7.2 Post Assembly Testing

After pre-bond testing, the non-faulty chiplets are passed on to the die-to-wafer bonding process.

Past work on fine-pitch die-to-wafer bonding [229] has shown to achieve excellent bonding yield

(>99.99%). In our waferscale system, the total number of inter-chip I/Os is 3.7M+. Even with the

I/O redundancy scheme described in section 6.5, a few bonding-related failures may still occur.

Therefore, it is important to pin-point the location of the faulty chiplets. Moreover, since the number

of chiplets to test in a waferscale system is very large, this testing process needs to be done at high

throughput and demands scalability.

Progressive multi-chiplet JTAG chain unrolling As shown in Figures 6.10 and 6.11, we designed

the JTAG chaining mechanism in a way where the TDOtile signal can either be forwarded to the next

tile in the chain or can loop-back towards TDOloop (similar to the under-development IEEE P1838

standard [242] for 3D devices). Therefore, each chiplet in the chain can be tested progressively

and independently. On power-up, the default mode is the chain loop-back mode. The first chiplet

in the chain is tested first. Once the chiplet passes the test, its test mode is changed so that the

TDOtile from the first chiplet is forwarded to the second chiplet. The second chiplet is still in the

loop-back mode and, therefore, the TDOtile signal from the second chiplet is eventually brought

out through the TDIbypass and TDOloop signals of the first chiplet to the external controller. The

chain is progressively unrolled and the test procedure is repeated for all the chiplets in a chain.

This helps to identify the faulty chiplet as the chain unrolls. This mechanism can also be used

146



for during-assembly testing to intermittently check for failures in a partially bonded system. This

scheme would help to identify and discard partially populated faulty systems and minimize wastage

of KGD chiplets.

Multi-chain JTAG To achieve high-throughput and scalability, we adopted a multi-chain debug

methodology. Instead of creating one JTAG daisy-chain with 1024 tiles, we chose to split the array

in to 32 chains with each running across the rows. This has two primary benefits: (1) Testing and

program/data loading to the tiles in the rows can be done in parallel. As a result, this can speedup

these processes by up to 32x, speeding up loading all the memory on the system from 2.5 hours

(with a single chain) to roughly under 5 minutes. (2) The TMS and TCLK signals are broadcast to

the tiles in a chain. Splitting the chains allows us to have independent TMS and TCLK signals for

each row and helps reduce the load on these signals; this would enable us to run these signals at up

to 10 MHz.

6.8 Waferscale Substrate and its Impact on Design

For such a large integration substrate, we were unsure of the wafer substrate yield (a problem

exacerbated by fabrication in a research facility). As a result, we designed the chiplet I/Os in such

a way that, even with one routing layer, we would have a working processor system, albeit with

reduced shared memory capacity. We have two sets of I/O columns on each side of chiplet (as

shown in Figure 6.9), one set per layer of signal routing. The first set comprises of the two I/O

columns closest to the die edge and consists of all the absolutely essential network link I/Os. It also

comprises of I/Os corresponding to two out of the five memory banks in our memory chiplet. The

other set of I/O columns that would require the second routing layer, consists of the non-essential

I/Os and the ones corresponding to the remaining three memory banks. Thus, if we have just a

single layer of routing, we will be able to build the entire processor system by connecting just the

I/Os in the first set. The only downside would be the reduction of shared memory capacity by 60%.

Since the size of the wafer is much larger than the maximum size of a reticle, the Si-IF substrate

had to be designed such that it is step-and-repeatable.This won’t be a problem if a direct-write
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lithography system is employed but most commercial and research foundry patterning processes

employ steppers. The entire wafer is divided into smaller identical reticles and is fabricated by

stitching these reticles. Each reticle consists of 72 tiles (12x6). The inter-chiplet links, within each

reticle have width of 2 µm and spacing of 3 µm. However, at the edge of each reticle, the links

escaping are made fatter (width increases to 3 µm and spacing reduces to 2 µm), while keeping the

pitch constant, in order to reduce the impact of reticle stitching error [243]. Besides, a number of

I/Os from each of the tiles at the edge of the mesh needs to fan-out to the edge of the wafer and

connect to the external connectors. We designed the fan-out wiring and the edge I/O pads into each

reticle. The chiplet slots on the Si-IF substrate from the edge reticles would remain un-populated

and the external connectors would connect to the pads in these reticles. To ensure that these I/O

pads don’t cause an issue where chiplets are bonded, we use a custom block etch process to remove

the pads wherever they are not needed. If a foundry supports multiple reticles per wafer, the edge of

the wafer can also be printed using a separate mask.

The Si-IF substrate for this processor system consists of four metal layers. The bottom two layers

are built as dense slotted planes and are dedicated to power supply. The top two layers are sparse

and are dedicated to inter-chiplet signal routing. The major challenge in using today’s conventional

tools for designing the interconnect substrate is the sheer scale of the system. The memory footprint

when designing a four layer >15000 mm2 wafer using current commercial tools explodes, which,

in turn, leads to very large design time. Hence, we developed our own lightweight custom router

for designing the four layer waferscale substrate. The current version of the router supports only

jog-free routing for inter-chiplet connections, which is sufficient for this prototype. Developing a

general, scalable router for large (but low wiring density) chiplet assemblies is part of our future

work.

6.9 Summary and Conclusion

Chiplet assembly is a very promising approach to build scale-out heterogeneous computing systems.

We describe our experience designing largest ever such chiplet assembly based waferscale processor

(at least 10X larger than largest known commercial chiplet-based systems) and develop a design
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methodology for the same. We highlight challenges and potential solutions in power delivery, clock

distribution, network design, design for testability and fault-tolerance for waferscale systems. To

best of our knowledge, this is the first work discussing design methodology challenges for large

chiplet-assembly based systems. Currently, we have designed and assembled a 2x2 array of tiles

and have fully verified the functionality of a tile running at 300 MHz. Our ongoing work aims at

characterizing the waferscale prototype and developing design methods for higher-power waferscale

systems.
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CHAPTER 7

Optimizing Multi-GPU Parallelization Strategies

Deploying deep learning (DL) models across multiple compute devices to train large and complex

models continues to grow in importance because of the demand for faster and more frequent training.

Data parallelism (DP) is the most widely used parallelization strategy, but as the number of devices

in data parallel training grows, so does the communication overhead between devices. Additionally,

a larger aggregate batch size per step leads to statistical efficiency loss, i.e., a larger number of

epochs are required to converge to a desired accuracy. These factors affect overall training time

and beyond a certain number of devices, the speedup from leveraging DP begins to scale poorly. In

addition to DP, each training step can be accelerated by exploiting model parallelism (MP). This

work explores hybrid parallelization, where each data parallel worker is comprised of more than

one device, across which the model dataflow graph (DFG) is split using MP. We show that at-scale,

hybrid training will be more effective at minimizing end-to-end training time than exploiting DP

alone. We project that for Inception-V3, GNMT, and BigLSTM, the hybrid strategy provides an

end-to-end training speedup of at least 26.5%, 8%, and 22% respectively compared to what DP

alone can achieve at scale.

7.1 Introduction

Deep learning (DL) models continue to grow and the datasets used to train them are increasing

in size, leading to longer training times. Therefore, training is being accelerated by deploying

DL models across multiple devices (e.g., GPUs/TPUs) in parallel. Data parallelism (DP) is the

simplest parallelization strategy [244–246], where replicas of a model are trained on independent

devices using independent subsets of data, referred to as mini-batches. All major frameworks
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(e.g. TensorFlow [247], PyTorch [248]) support DP using easy-to-use and intuitive APIs [249].

However, as the number of devices used to exploit DP increases, the global batch size also typically

increases 1. This poses a fundamental problem for data parallel scalability because for any given

DL network, there exists a global batch size beyond which converging to the desired accuracy

requires a significantly larger number of iterations. This is primarily due to the reduced statistical

efficiency of the training process [250]. In addition, as the number of devices employed increases,

the synchronization/communication overhead of sharing gradients across devices increases, further

limiting overall training speedup.

Model parallelism (MP) is a complementary technique in which the model dataflow graph (DFG)

is split across multiple devices while working on the same mini-batch [245, 251]. MP has been

traditionally used to split large models (which can not fit in a single device’s memory), but employing

MP can also help speed up each training step by placing and running concurrent operations on

separate devices. Unfortunately the amount of parallelism that exists in today’s models is often

limited [252, 253], either by the algorithm or by its implementation. Therefore, using MP alone

to obtain performance through parallelization typically does not scale well to a large number of

devices. Additionally, maximizing the speedup from MP is often non-trivial [254, 255]. Optimizing

MP requires carefully splitting the model to take into account the overhead of communicating

activations (during the forward pass) and gradients (during the backward pass) between dependent

operations (placed on separate devices) in order to achieve the maximum possible speedup.

This work studies which parallelization strategies to adopt to minimize end-to-end training time

for a given DL model on available hardware. We ask the question: how can we improve the scaling

obtained from DP, by combining MP and DP to achieve the best possible end-to-end training time

at a given accuracy? The novel insight of this work is that when the number of devices (and hence

global batch size) grows to a point where scaling from DP slows significantly, MP should then be

used in conjunction with DP to continue improving training times. The speedup obtainable via MP

is critical to this tipping point. We show that every network will have a unique scale at which DP’s

scaling and statistical efficiency degradation can be overcome by MP’s speedup. This work makes

1We discuss our methodology in Section 7.4.2 and other possibilities in Section 7.7.
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the following contributions:

• We show that when DP’s inefficiencies become large, a hybrid parallelization strategy where

each parallel worker is model parallelized across multiple devices will further scale multi-

device training.

• We develop an analytical framework to systematically find this cross-over point (in terms

of number of devices - e.g., GPUs or TPUs - used to train a model) that indicates which

parallelization strategy to use when optimizing training of a model, on a particular system.

• We show that hybrid parallelization outperforms DP alone at different scales for different

DL networks. We implement 2-way model parallel versions of Inception-V3, GNMT, and

BigLSTM, and project that using them, hybrid training provides a speedup of at least 26.5%,

8%, and 22% respectively above DP-only training at scale.

• We propose DLPlacer, an integer linear programming based tool to find optimal operation-

to-device placement to maximize MP speedup. We demonstrate DLPlacer’s effectiveness

by using it to derive an optimal placement for the Inception-V3 model [253], showing the

obtained 1.32x model parallel speedup with two GPUs is within 6% of that predicted by the

tool.

7.2 Background

Neural Network Training: In neural network training, first a batch of inputs is forward propagated

through the network to calculate the losses from each input. The losses are back propagated through

the network to compute the gradients. The average of the batch’s gradients is then used to update

the weights. The size of the batch is chosen such that the compute resource of the device used

for training is fully utilized. This process is called stochastic batch gradient descent [256, 257].

One forward and backward pass with gradient update to the weights is typically referred to as a

training step. One iteration through the training data set where all inputs are processed once involves

multiple steps and is referred to as an epoch. The training process, shown in Figure 7.1 is run for

multiple epochs until a desired training accuracy is reached.
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Figure 7.1: Deep learning training flow

Data Parallel Training: To accelerate training using DP, a full set of model parameters (i.e.,

weights) are replicated across multiple devices/workers. As Figure 7.2a shows, each worker

performs a forward and backward pass independently on a different batch of inputs first. Gradients

are then communicated across workers and averaged; after which, each worker applies the same set

of gradient values to the model weights. The communication of the gradients across the workers is

done using all-reduce communication. The method of updating the model after each iteration (using

the average of all gradients) is called synchronous stochastic gradient descent (sync-SGD) and is the

most widely used technique for data parallel training. In this work, we call the batch of inputs per

worker a mini-batch and the collection of all the mini-batches in a training step a global batch.

Model Parallel Training: The model DL is split by placing different operations of it’s DFG

onto different devices. This approach has been traditionally used for models whose parameters

will not fit into a single device’s memory [244, 252]. However, MP can provide per step training

speedup [245, 255] even when the entire model fits on one device by executing independent

operations concurrently on separate devices, as shown in Figure 7.2b. Splitting a DFG among

multiple devices is non-trivial for many networks. The communication overhead of moving data

between devices may be so large that it may outweigh the gains of MP. Thus, when dividing a

network’s DFG, characteristics such as compute intensity of each device, inter-device network

bandwidth, and even network topology must be considered.

An alternative approach to obtaining speedup is to split up a model across multiple devices using

pipelining [258]. This enables splitting a model across multiple devices when a model does not

have parallel branches and is sequential in nature. Networks are partitioned into groups containing

one or a few layers of the network, where each group is placed on a different device. To orchestrate

parallel execution, a mini-batch is split into yet smaller micro-batches and each device processes a
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(a) Data parallel training

(b) Model parallel training

Figure 7.2: Different Training Parallelization Strategies

different micro-batch sequentially but concurrently. While subtly distinct, for the purposes of this

work we consider pipeline parallelism as an implementation instance of MP.

7.3 Decomposing End-to-End Training Time

End-to-end training time for a DL model depends on three factors: the average time per step (T ),

the number of steps per epoch (S) and the number of epochs (E) required to converge to a desired

accuracy. Therefore, the total training time, i.e., time to converge (C) can be expressed as:

C = T ×S×E (7.1)

T is determined by primarily by compute efficiency, i.e., given the same training setup, algorithm,

and mini-batch size, T depends solely on the compute capability of a device; better performing

hardware provides smaller T values. S on the other hand, depends on the global batch size and

number of items in the training dataset. All items in the dataset are processed once per epoch,
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therefore the number of steps per epoch (S) is equal to the number of items in the data set, divided

by the global batch size. The number of epochs to converge (E) depends on the global batch size

and other training hyper-parameters.

7.3.1 Quantifying Data Parallel Training Time

In data parallel training, the network parameters (weights) are replicated across multiple worker

devices and each worker performs a forward and a backward pass individually on a distinct batch of

inputs (shown in Figure 7.2a). In this work, we focus on synchronous stochastic gradient decent

(sync− SGD) for weight updates. In sync− SGD workers are synchronized, i.e., the gradients

from workers are shared and network parameters are updated such that all workers have the same

parameters after each step. An alternative approach uses asynchronous updates, usually with a

parameter server. When scaling to a large number of devices, this approach performs poorly [259].

Therefore, we use a ring-based all-reduce mechanism for data parallel training which provides

superior performance and scalability over parameter server based approaches and primarily supports

sync− SGD. We call the batch of inputs per worker a mini-batch and the collection of all the

mini-batches in a training step a global batch. When using DP alone to accelerate training, the

speedup from employing N-way data parallelism (SUN) compared to training on a single device can

be expressed as:

SUN =
T1

TN
× S1

SN
× E1

EN
(7.2)

T1 is the average training time per step when only one device is used for training, while TN is the

time per step when N data parallel devices (with a constant mini-batch size per device) are used. TN

is always larger than T1 because in DP, after each device has performed a forward and backward

pass, the gradients must be exchanged between the devices using all-reduce communication (see

Figure 7.2a)2. Due to this communication overhead, T1
TN

will never be larger than one and is typically

2Additionally, text and speech networks often exhibit straggler effects where processing some mini-batches take
longer than others and therefore, in sync-SGD, devices with a shorter execution time of a mini-batch will suffer from
under utilization [260]
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less than one. We call this ratio of T1
TN

the scaling efficiency (SEN) of N-way DP.

S1 is the total number of steps required per epoch when one device is used, while SN is the number

of steps per epoch when N devices are used. When a single device is used, the global batch size is

equal to the mini-batch size. In N-way data parallelism each device performs an independent step

with its own mini-batch of data, therefore the global batch size is N-times the mini-batch size per

device. Thus, S1
SN

is also equal to N.

E1 is the number of epochs required to converge when one device is used, while EN is the number

of epochs required when N devices are used. At larger global batch sizes (higher N), the gradients

from a larger number of training samples are averaged which results in model over-fitting as well

as a tendency to get attracted to local minima or saddle points. This eventually leads to poor

generalization of the network [250, 261–265] and therefore more epochs are typically required to

converge. As such, E1
EN

is usually less than one. Equation 7.2 can thus be simplified as:

SUN = SEN ×N × E1

EN
(7.3)

When training at larger device counts (N) both SEN and E1
EN

decrease. At large global batch sizes,

hyper-parameter tuning (which is a challenging and time consuming task) can be used to try and

minimize the increase in number of epochs required for convergence. However for any particular

network, beyond a certain global batch size it has been often observed that the number of epochs

required to converge increases rapidly, even with hyper-parameter tuning [261]. We describe how

we calculate the values for SEN , E1, and EN in detail in Section 7.4.

7.3.2 Quantifying Model Parallel Training Time

As shown in Figure 7.2b, MP enables more than one device to work on the same mini-batch at the

same time. This directly reduces the time taken for one training step; term T in Equation 7.1. We

call this speedup from M-way MP, SUM and it can be measured using real hardware by splitting a

model across multiple devices and measuring per step execution time or estimated using a numerical

model. Note that the SUM speedup already includes the communication cost of data movement

between dependent operations placed across multiple devices.
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As previously noted, the global batch size does not increase when employing MP. Therefore, the

number of steps per epoch (term S in Equation 7.1) and number of epochs required to converge

(term E in Equation 7.1) do not change. As such, improving SUM reduces convergence time by

solely reducing term T in equation 7.1 while the other two terms remain constant. We find that

typically the inherent parallelism of a given model or its implementation, limits the achievable SUM.

As a result, MP alone is not been considered a broadly applicable scalable parallelization strategy.

However, we show that MP can be combined with DP to extend training scalibility beyond today’s

limits.

7.3.3 Hybrid Data and Model Parallel Training:

In Section 7.3.1, we introduced the speedup obtained by N −way DP in Equation 7.3. Now, let’s

assume we have scaled our training system up to N devices using N −way DP and are happy with

the training speedup achieved. If additional devices (say M ×N devices, where M is an integer)

were to become available for training, how should we best use these devices for distributed training?

Our goal is to identify when to continue to use DP alone, and when to combine DP with MP to

obtain the highest possible training speedup. Using DP alone, the speedup from M ×N devices

compared to one device is (substituting M×N for N in Equation 7.3):

SUM×N = SEM×N ×M×N × E1

EM×N
(7.4)

A few observations are important when comparing the speedup from M×N-way DP (Equation 7.4)

and speedup from N-way DP (Equation 7.3): First, scaling efficiency is generally lower for the

system with M ×N-way DP compared to N −way DP [266, 267]. This is because all-reduce

communication happens between a larger number of devices. Depending on the values of N, M,

and system configuration, all-reduce communication potentially crosses slower inter-node links that

leads to increased all-reduce times and reduces SEM×N [268, 269]. Second, since global batch size

is larger at M×N devices (to maintain a constant mini-batch size), the number of steps per epoch

is smaller by a factor M compared to N-way DP. Third, the number of epochs required, EM×N ,

is greater than or equal to EN . These factors all trend towards lower efficiency as the number of
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Figure 7.3: An example plot showing the speedup obtained from DP alone, and the hybrid strategy.

N refers to the total number of devices used for training.

devices employed in DP training grows.

When using M×N devices in a hybrid parallelization strategy of N-way DP where each worker

uses M-way MP, we consider each worker’s per step speedup to be SUM. Thus the overall training

speedup can be expressed as:

SUM
N = SUM ×SEN ×N × E1

EN
(7.5)

When comparing hybrid N-way DP with M-way model parallel workers, versus N-way DP with

single GPU workers, the global batch size will remain the same. This is because in the M×N-device

configuration, every M devices are grouped into a single data-parallel worker. Thus, the number of

steps per epoch remains the same as that of N-way DP at N and E1
EN

remains unchanged as well. As

such, the per-step speedup achieved through MP increases the overall training speedup by a factor

of SUM, when comparing Equations 7.3 and 7.5.
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7.3.4 Choosing the Best Parallelization Strategy

By substituting Equations 7.4 and 7.5 into Equation 7.6 we can determine the conditions under

which using hybrid parallelization will be better than DP scaling alone. Equation 7.6 shows that if

the speedup obtained from MP (for a given model parallelization step) is large enough to overcome

the scaling and statistical efficiency loss that comes from increased communication, synchronization

overhead, and global batch size increase respectively, employing a hybrid MP and DP strategy will

improve network training time.

SUM
N > SUM×N

SUM ×SEN ×N × E1

EN
> SEM×N ×M×N × E1

EM×N

SUM > M×SEM×N

SEN
× EN

EM×N

(7.6)

Figure 7.3 illustrates this concept using a hypothetical scenario. Let’s assume implementing MP

provides a 45% and 65% improvement with two and four GPUs respectively. The DP-only strategy

scales well up to 32 devices after which the improvement in speedup slows down. This enables a

hybrid 32-way DP & 2-way MP hybrid parallelization strategy to perform better than 64-way DP

given the scaling and statistical efficiency losses at 64 devices, for this example.

Similarly, a hybrid 16-way DP & 4-way MP hybrid strategy outperforms DP-only when scaling

from 32 to 128 devices. However in this example, this hybrid strategy’s performance is not as

good as the hybrid strategy of 32-way DP & 2-way MP. The reason is that 4-way MP’s per step

speedup (SU4) does not overcome the trade-off (of using four machines for each data-parallel

worker) as efficiently as 2-way MP’s per step speedup, SU2 (when using two machines for each

data-parallel worker). Depending on these relative improvements at any device count, the choice of

parallelization strategy is critical to the training speedup obtained when scaling to yet larger number

of devices. This choice depends on the DL network’s properties and system configuration parameters

as described above, so there is no one size fits all solution to efficient scale-out multi-device training.
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7.4 Methodology

We use the following DL models in our evaluations with their default hyper-parameters, unless

otherwise specified:

• Inception-v3 [253] is used for image recognition and visual feature extraction. The network

is composed of multiple blocks, each with several branches of convolution and pooling

operations. These branches can be executed in parallel. We use the implementation provided

with the public NVIDIA Tensorflow container 18.07 [270] and train the network using the

Imagenet dataset [271]. We scale the initial learning rate linearly with the increase in global

batch size as originally proposed by Goyal et al. [261]. For measuring epoch counts, we train

the model until a training loss of 6.1 is achieved.

• GNMT [252] is a language translation network with attention mechanism [252, 272]. We

use 4 LSTM layers of size 1024 in the encoder and decoder. We use the public repository

at [273] as the basis of our implementation. We use exponential learning rate warm-up for

200 training steps. The learning rate decay is started after 6000 steps and decays for a total of

four times after every 500 iterations with a decay factor of 0.5. Such a technique has been

shown to scale well when global batch size is scaled. We train the network using the WMT’16

German-English dataset [274] until a BLEU score of 21.8 is achieved.

• BigLSTM [275] is a large scale language modelling network. It consists of an input embedding

layer of size 1024, 2 LSTM layers with hidden state size of 8192, and a Softmax projection

layer of size 1024. We implemented the network in the public NVIDIA PyTorch container

v19.06, used a learning rate of 0.1, and trained using the 1 billion word language modelling

dataset to a perplexity of 67.

7.4.1 System Configuration and Evaluation Points

For our experiments, we use an NVIDIA DGX-1 [276] with 4 Tesla V100 GPUs [277] connected

via NVLink [278] with 16GB of memory capacity. In the BigLSTM experiments we used a similar

system but with GV100 cards having 32GB of memory, because this network requires more capacity

to execute on a single GPU. We use NCCL2.0 based all-reduce communication for gradient sharing.
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In order to project when hybrid training will perform better than DP alone, we need to measure

the epoch counts to convergence and scaling efficiency for DP (defined in Section 7.3.1) for different

GPU counts. We also require the speedup achieved via MP when M GPUs are used for a model-

parallel worker in a hybrid strategy. Without loss of generalization, we use M = 2 for the DL models

we use to make a case for future hybrid parallelization strategies. The value chosen for M for an

arbitrary DL model will always depend on the speedup obtained from M-way MP and slowdown in

scaling efficiency the DP implementation incurs.

7.4.2 Measuring Epoch Counts to Convergence

Typically, epoch counts to convergence for DP on N compute nodes is obtained by running the

training on N nodes. We select mini-batch sizes to saturate single GPU throughput or lower if

the desired mini-batch size is limited by GPU memory capacity. We perform experiments on a

4-GPU NVIDIA DGX system, so the maximum global batch size possible to measure is 4×B,

where the mini-batch size is B. To emulate larger global batch sizes (corresponding to more than

four GPUs), we use the delayed gradient update approach [279] where multiple mini-batches are

processed per GPU before the gradients are shared for weight update. For example, to emulate

a batch size of 16×B that would be used in a 16 GPU system, each GPU runs the forward and

backward propagation of four mini-batches before the GPUs share the gradients (using NCCL 2.0

based all-reduce [269]) and update weights. This methodology allows us to measure the effect of

global batch size on the epoch counts required for reaching a desired accuracy, at higher device

counts than we have in our physical system. It is worth noting that even though we complete training

of a DL model to find EN , in practice, many DL models are often re-trained many times during

development or as new data becomes available. Our proposed systematic modelling approach helps

find the best parallelization strategy for optimizing the turnaround time of such subsequent training

runs.

Learning rate schedules are sometimes optimized to keep epoch counts to convergence low at

large global batch sizes. For example, the learning rate schedules we use for GNMT and Inception

V3 were tuned accordingly for this purpose. However, in general, hyper-parameter tuning is time
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Figure 7.4: Number of epochs required for the networks to converge versus increasing global batch

size with increase in the number of GPUs. We emulated larger global batch sizes corresponding to

large number of GPUs using the technique described in Section 7.4.2

consuming and requires many training runs. Similar to prior work [261], we find that even with such

tuning, beyond a certain global batch size, the number of epochs required to converge increases

rapidly. As such, the proposals of this work are orthogonal to such efforts.

7.4.3 Estimating Scaling Efficiency

Unlike the methodology we use for emulating larger global batch sizes than what our physical

system allows, we can not obtain the scaling efficiency (SEN) of data parallel training on larger

number of GPUs, when using just four. Thus, we conservatively assume a scaling efficiency (SEN)

of 1, i.e., the time overhead of communication and synchronization after each step is negligibly

small compared to the time taken for the forward and backward passes. This optimistic assumption

minimizes the impact of hybrid parallelization, but reflects the reality that framework developers are

constantly working to improve overheads that hinder DP scaling efficiency. In fact for CNNs such

as ResNet-50, relative scaling efficiency of > 95% has been achieved for 2048-way DP [280].
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(a) Inception-V3

(b) GNMT

(c) BigLSTM

Figure 7.5: Projected speedup of hybrid MP-DP parallelization vs DP-only parallelization
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7.4.4 Model Parallel Splitting

Inception-V3’s implementation allows a traditional model parallel mapping of independent opera-

tions to different GPUs. As such, we split the model’s DFG across two GPUs using DLPlacer, later

described in Section 7.6. We observed that beyond 2-way splitting of the Inception-V3 DFG, the MP

speedup is marginal (see Figure 7.8). For GNMT and BigLSTM, we split their DFGs using pipeline

parallelism [258]. Pipeline parallelism is appropriate for implementing MP on these networks due

to the use of optimized libraries and fused RNN kernels in their implementations. Pipelining could

similarly be useful for models which do not have parallel branches and are sequential in nature (e.g.,

ResNet, AmoebaNet).

It is worth noting that the original GNMT implementation [252] uses 8-way MP. However, since

we use a system with V100 GPUs that have 14x more FLOPs compared to the K80 GPUs used in that

prior work, the ratio of communication overhead to computation is larger in our configuration. We

use up-to-date CuDNN libraries with fused RNN kernels and observe that splitting the model beyond

2-way provides marginal per-step speedup because of kernel overheads and pipeline imbalance.

7.5 Evaluation

Figure 7.4 shows the number of epochs required to hit the desired accuracy versus the number of

GPUs (workers) used in data parallel training. The number of epochs generally increases with an

increasing number of GPUs (i.e., with increasing global batch size). For Inception-V3, the number

of epochs increases sharply from four to seven as the global batch size increases beyond 2048 (i.e.,

32 GPUs) and grows to 23 epochs at a global batch size of 16384 (i.e., 256 GPUs). For GNMT, the

epoch count decreases slightly when going from two to four GPUs because the hyper-parameters

used are tuned for large global batch sizes. Even with these tuned hyper-parameters, as the GPU

count increases beyond 64, the number of epochs required grows rapidly. In BigLSTM, beyond

16 GPUs (i.e., global batch size of 2048), the number of epochs increases rapidly and in fact, 3.2

times the number of epochs is required for 32-way DP compared to 16-way DP. Beyond 32-way DP,

the training did not converge within a meaningful time limit. Therefore for each network, as we
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scale up the number of GPUs used in DP training, E1
EN

becomes smaller which ultimately hinders the

overall speedup achievable through data parallel training alone.

As described in Section 7.3, splitting each network across two GPUs using model parallelism

results in per-step speedup when done successfully. Table 7.1 shows the measured MP speedups

on our test system for our evaluated networks. Using the number of epochs required and per

step speedup from MP, together with the conservative estimates of scaling efficiency, we can then

calculate the minimum projected speedup (over DP-only) that can be obtained by implementing a

hybrid parallelization strategy across different GPU counts. It is worth noting that the MP speedup

achieved on Inception-V3 using expert manual placement of operations was 21%. In Section 7.6

we discuss DLPlacer, a tool we developed for optimizing operation-to-device placement, which

improves the MP speedup for Inception-V3 to 32%.

Inception-V3 As shown in Figure 7.5a, beyond 32 GPUs, a hybrid parallelization strategy

performs better than DP-only. This is because of the sharp increase in the number of epochs

required when the global batch size grows beyond 2048 which saturates the speedup obtainable

from DP-only parallelization. When moving from 32 GPUs to 64 GPUs, it is better to use the

additional 32 GPUs to do 2-way MP, and our estimates show that the hybrid-strategy will outperform

DP alone by at least 15.5%. As the numbers of GPUs grow further, only marginal speedup can be

obtained from DP-only parallelization and at 256 GPUs, the hybrid-strategy will be atleast 26.5%

better than the DP-only strategy.

GNMT As shown in Figure 7.5b, GNMT scales very well to a large number of GPUs using DP

alone. However, even with tuned hyper-parameters for larger batch sizes, DP-only speedup starts to

slow down beyond 64 GPUs and dramatically slows down when moving from 128 to 256 GPUs.

The hybrid parallelization strategy with 2-way MP and 128-way DP outperforms 256-way a DP

strategy by 8%. If the hyper-parameters would not have been tuned for large batch sizes, the gains

from hybrid parallelism would be larger and the tipping point would occur at a lower number of

GPUs.
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Table 7.1: MP splitting strategy and the speedup obtained when split across 2 GPUs

Network MP splitting strategy Speedup

Inception-V3 Partitioned w/ DLPlacer 1.32x

GNMT Pipeline Parallelism 1.15x

BigLSTM Pipeline Parallelism 1.22x

BigLSTM As shown in Figure 7.5c, beyond 16 GPUs, BigLSTM does not scale well with an

increasing number of GPUs. This is because the statistical efficiency of training decreases rapidly

with increasing global batch size, and therefore the significantly larger number of required epochs

offsets the throughput increase of multiple GPUs. At 32-GPUs, the large loss in statistical efficiency

impacts the overall training speedup of DP-only strategy and the speedup drops significantly. As a

result, the hybrid policy provides a 1.22x speedup over the best performing scale of DP-only which

happens at 16-GPUs, as Figure 7.5c shows.

In summary, these results show that when statistical efficiency loss reduces the effectiveness of DP-

only parallelization, hybrid parallelization (combining DP with MP) will enable higher performance

than employing DP alone. Notably, using real scaling efficiency loss values (we conservatively

assumed SEN = 1), the improvements from hybrid parallelization would be more pronounced since
SE2N
SEN

is often smaller than 0.9 for large LSTM based networks. Based on Equation 7.6, the smaller

the ratio, the higher the speedup from hybrid parallelism (SUM
N ) compared to data-parallelism alone

(SUM×N).

7.6 Maximizing MP Performance

Maximizing the speedup obtained from MP for a given model improves the scalability of hybrid

parallelism. For some networks, optimal placements are easy to achieve by examining a network’s

DFG. For others, finding the optimal operation-to-device placement that results in the maximum

per-step speedup is non-trivial. To this end, we developed an integer-linear programming (ILP)

based device placement tool called DLPlacer. DLPlacer maximizes resource utilization by extracting

parallelism between operations in a model while also minimizing the communication overhead of
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Figure 7.6: DLPLacer Flow Diagram.

moving data between the compute nodes.

Figure 7.6 shows DLPlacer’s tool flow. We express a DL model as a compute DFG, with a set

of vertices K corresponding to compute operations and a set of uni-directional edges E showing

operation dependencies. For example, for some k1, k2 ∈ K and ek1,k2 ∈ E, ek1,k2 = 1 means k2 is

dependent on k1. The expected execution time of a vertex is represented as ∆(k) and the memory

footprint of the vertex for a given batch size is represented as M(k). Edge weight (D(e)) corresponds

to the number of bytes exchanged between the operations it connects. The node and edge weights

can be obtained by profiling a model on a compute device (e.g., GPU) or can be analytically

calculated, with the former approach being more robust and the latter more flexible.

Using similar notation, we express a system as a hardware graph [281,282] where a set of compute

(e.g., GPUs) nodes N and router nodes (network switches) R are connected through a set of physical

links L. As an example, for n1, n2 ∈ N and ln1,n2 ∈ L, ln1,n2 = 1 means nodes n1 and n2 are

connected. We assume physical links are bidirectional, so ln1,n2 = ln2,n1. The bandwidth of the

physical link is denoted by B(l).

DLPlacer’s ILP solver minimizes per step training time by providing an assignment of compute
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DFG operations on to the hardware graph, a schedule, and a communication routing of activations,

weights, and gradients. This is done by mapping model DFG’s vertices to compute nodes, depen-

dency edges to physical link mapping (if dependent vertices are placed in separate devices) and

determining the execution start time of each vertex on a device. This mapping must satisfy a series

of constraints and variables which are described next. A summary of all the variables is provided in

Table 7.2

Table 7.2: Summary of notations used in the ILP

Notation Meaning

Inputs : Computation DFG

K Set of compute operation/kernel vertices

E Set of edges between vertices

∆(K) Expected execution time of compute vertex

M(K) Memory footprint of the compute vertex

D(E) Number of data bytes transferred in an edge

Inputs : Hardware Graph

N Set of compute hardware nodes

R Set of router nodes

L Set of physical links connecting routers and hardware nodes

B(l) Bandwidth of the physical links

Mem(N) Device memory capacity

Variables: Outputs

Pkn(K,N) Mapping of compute vertex to hardware node

Tk(K) Time a vertex is launched on the hardware

Cel(E,L) Mapping of dependency edges to physical links

Variables: Intermediate

∆e(L) Delay of communication of edge e

Now, we describe the constraints in details.
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Placement of compute operation vertex: If the binary variable Pkn(k,n) = 1, then vertex k is

mapped to node n. Each operation of the compute DFG should be mapped to only one node on the

hardware graph, therefore this gives us the following constraint:

∀k ∑
n

Pkn(k,n) = 1 (7.7)

Routing of Activation Data: The output from a vertex need to be routed to the dependent vertices

through the physical communication links. Each edge e needs to be mapped to a sequence of

one or more links l. The path for communication must start from the origin vertex and end at the

destination vertex if the origin and destination vertices are different. Therefore, for the source and

destination nodes, exactly one link should be allotted for the edge, and for all other nodes (including

router nodes). This constraint can be formulated as follows:

∀e,n,ki,k j |eki,k j = 1 i f Pkn(ki,n)! = Pkn(k j,n)

∑
l|ln,nx=1

Cel(e, l) = 1 ∀nx ∈ N
(7.8)

To find a contiguous path, we enforce for all non-source and non-destination nodes (includes

router/switch nodes) that either two links should be allotted, one for the incoming traffic and one for

the outgoing traffic or no links should be allotted.

∀e,ki,k j | eki,k j = 1,n | Pkn(ki,n) = Pkn(k j,n) = 0

∑
l|ln,nx=1

Cel(e, l) = ∑
l|ln,ny=1

Cel(e, l)∀nx,ny ∈ N ∪R
(7.9)

Scheduling of Vertices: Vertices need to be scheduled such that their dependencies are met.

We calculate the time at which a vertex can begin executing by considering the start time of the

other vertices it is dependent upon and the execution time and communication delay of the input

activations.
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∀ksrc,kdest ,e | eksrc,kdest = 1,

T (kdest)≥ T (ksrc)+∆(ksrc)+∆e(L)
(7.10)

This equation ensures that a vertex kdest can begin only after all the vertices it is dependent upon

(ksrc) has finished executing and the input activations have been communicated to the device where

kdest is placed.

∆e(L) is the time to communication the edge data. The amount of data that need to be routed

between two vertices is the amount of total output activation (dependent on mini-batch size). We

assumed that the time for communication would depend on the number of links it need to traverse

and the bandwidth and latency of these links. Therefore, ∆e(L) can be computed as follows:

∀e ∈ E,∆e(L) = ∑
l∈L

Cel(e, l)∗ (D(e)/B(l)+L(l)) (7.11)

Another timing related constraint comes from the fact that multiple operations can be mapped to a

device but co-located vertices cannot be scheduled on the same device at the same time. The start of

the execution of consecutive operations on a device should atleast be separated by the execution

time of the operation which starts earlier among the two. Note that this constraint is unnecessary

for operations which lie on the dependency path of each other because of the previous constraint.

Therefore, this constraint can be formulated as follows:

∀kx,ky,n | Pkn(kx,n) = Pkn(ky,n) = 1 and ekx,ky! = 1,

i f T (kx)> T (ky) :

T (kx)≥ T (ky)+∆(ky)

else :

T (ky)≥ T (kx)+∆(kx)

(7.12)
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Device memory capacity constraint: This constraint ensures that the summation of the memory

footprint of all the vertices placed on a device does not exceed the device memory capacity.

∀n ∈ N, Mem(n)≥ ∑
k∈K

Pkn(k,n)∗M(k) (7.13)

Figure 7.7: DLPlacer’s placement solution for Inception-V3. Different colors denote different

devices.

In this DLPlacer framework, we assumed the following:

1. Two operations which are co-located on a device are executed back-to-back, without any

delay in between the end of one operation and the beginning of the other.

2. Communication of tensors between devices are overlapped with computation.

Based on these constraints and assumptions DLPlacer predicts the training speedup for a given MP

solution. In our work, we considered operations at the granularity of tensorflow operations (e.g.,

conv2D, conv3D), however DLPlacer can be used to even find placements when the operations

are partitioned into finer granularity operations (e.g., partitioned by channels, filters etc.). But,

such fine grained operation splitting requires framework support for correct back-propagation and

therefore was not a focus of this work. Note that because of framework-induced overheads and

unmodeled operating system effects, correct prediction of the exact speedup is difficult. Modelling

these overheads is challenging and often depends on the mapping of kernels to high-level operations

(e.g., mapping of CuDNN [283] kernels to convolution/FC/etc.), device architecture, and the

runtime implementation. Despite the challenges in accurate prediction, we believe ILP based MP

optimization is worthwhile to pursue based on the observed improvements over manual optimization.

Inception-V3 Case Study
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Figure 7.8: Normalized per-step speedup from model parallelism as estimated by DLPlacer and

obtained from silicon experiments for the Inception-V3 network.

As inputs to DLPlacer, we analytically calculate the execution and communication times of

the operations in the Inception-V3 DFG. For example, given the input/output tensor sizes of a

convolution operation, we calculate the number of floating point operations (FLOPs) required, and

based on advertised compute capability of NVIDIA’s V100, we calculate the operations’ expected

execution time. Similarly, communication time between nodes is calculated based on the tensor sizes

of the nodes in the model DFG along with NVLink bandwidth and latency. The placement solution

of Inception-V3 using 2-GPUs is shown in Figure 7.7. We implement the placement directives from

DLPlacer using Tensorflow’s t f .device() command, and we have validated DLPlacer’s speedup

estimation against real hardware performance.

In Figure 7.8, the blue bars show the normalized per-step speedup estimated by DLPlacer for

the optimal placement solution it finds. DLPlacer’s runtime on an 18-core Xeon-E5 system to find

Inception-V3’s placement solution is ∼11-18 minutes depending on the number of device nodes

in the hardware graph. The orange bar for each configuration shows speedup as measured on real

silicon with DLPlacer’s placement applied to the Tensorflow implementation. The speedup-ups

measured by DLPlacer are within 6% of the actual speedup obtained from the silicon runs. It
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is interesting to note that the 1.32x speedup obtained with the real silicon 2-GPU placement is

almost the same as what is optimally obtainable with three or four GPUs. This is due to the limited

parallelism available in the network, which DLPlacer almost completely exploits with a 2-GPU

placement. Identifying a 2-GPU placement that gives this performance by simple observation of the

network and without using a tool like DLPlacer is non-trivial. DLPlacer essentially finds placement

with the shortest possible critical path among many feasible placement solutions and places the

operations on the critical path in one GPU so as to avoid communication overhead. This shows the

importance of such a tool for maximizing performance obtainable from MP while using minimum

number of GPUs.

7.7 Related Work

This work identifies scaling and statistical efficiency losses as the largest challenges to scalable

data parallel training, but researchers are improving the scalability of both data and model parallel

training rapidly. We summarize the most significant related advancements here.

7.7.1 Hybrid Parallelization

Previous work [284–286] has also used hybrid parallelization for scaling DL training. To the best of

our knowledge, none of these proposals provides a systematic method to identify which strategy

is best for scaling-out network training at different device counts. Das et al. [284] perform hybrid

training on CPUs and maintain the global batch size by shrinking the mini-batch size per CPU, but

do not incur a statistical efficiency loss because a small mini-batch size is large enough to saturate

CPU throughput. Maintaining a constant global batch size while shrinking the mini-batch size (per

compute device) can also be done for GPUs, however GPUs typically require larger mini-batch

sizes to maintain high utilization. Yadan et al. [285] show that a hybrid (2-way DP, 2-MP) approach

performs better than both MP-only and DP-only when training AlexNet on a 4-GPU system, but

do not discuss the cause of the results or evaluate this effect across different GPU counts. Dean et

al. [245] used hybrid parallelism to train models which would not fit in a single GPU’s memory.

Therefore, in each data parallel worker, the model replica is model parallelized across multiple
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devices. However with increase in capacity of memory capacity in today’s GPUs, large models

such as Inception-V3, GNMT etc. can fit in to a single GPU memory while using sufficiently large

mini-batch size to saturate the compute throughput. Moreover, using model parallelism for models

that do not fit in a single GPU’s memory is largely orthogonal to the issue we address in this work.

Amir et al. [287] have shown that hybrid parallelization strategy can result in lower communication

overhead over both MP and DP. None of these works, however, have provided a systematic analysis

of finding what parallelization strategy would minimize the end-to-end training time when a set of

N compute devices are available for training. Moreover, implementing hybrid parallelism is often

tricky because finding the optimal strategy to split a model is non-trivial and is dependent on the

model DFG and system hardware.

7.7.2 Orthogonal Parallelization Strategies

Exploiting model parallelism is just one way to achieve per step speedup without increasing global

batch size. Other strategies exist that can be combined with, or used in place of, model parallelism

to augment data parallel scaling under our proposed model. Jia et al. [288] propose layer-wise

parallelism for CNNs where each network layer can use an individual parallelization strategy. A

combination of the 4D tensor dimensions can be used to parallelize a given layer and exploring

multiple dimensions may provide larger runtime benefits than MP. However, such a technique is

not yet supported by most frameworks and is evaluated using a custom framework (Legion [289]).

Similar to GPipe [258] (discussed in Section 7.2), Harlap et al. [290] propose partitioning a DL

model’s DFG into multi-layer stages and applying pipeline parallelism. To enable maximum

device utilization, PipeDream uses asynchronous weight updates which can lead to poor statistical

efficiency as the number of devices increases. It is likely that one or a combination of the layer-wise,

pipeline, and model parallelism techniques can be combined with DP training to maximize end to

end training performance and efficiency.
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7.7.3 Alternate Techniques to Improve DP Scaling

Data parallel training employing sync-SGD suffers from poor scaling efficiency due to synchro-

nization overheads. Prior work [291–294] has attempted to address this by using asynchronous

SGD. However, asynchronous SGD can still result in poor statistical efficiency while making

performance debugging difficult. Hyper-parameter tuning is a broad approach to improving

statistical accuracy and training convergence. Techniques such as tuning and scaling learning

rates [250, 261–263, 295, 296], or auto-tuning the momentum [297] are several important examples.

However, these techniques are very problem specific, require extensive knowledge of the DL models,

and are very time consuming for developers. Furthermore, hyper-parameter tuning is not always

effective [298].

Other works [299, 300] propose using a different learning algorithm, called model averaging,

for training with small batches. An average model can asymptotically converge faster, but finding

the asymptotic region is difficult [301]. Koliousis et al. [300] use multiple learners (each using a

small batch size) run on many GPUs, and an average main model is used to synchronously track the

learning. Model averaging is not yet mainstream or supported by popular DL frameworks and thus

requires custom re-implementation of the DL models.

7.7.4 Reinforcement Learning-based Device Placement

Prior work has shown that by using reinforcement learning-based (RL-based) placement of op-

erations onto devices, MP can achieve training speedup and that the RL generated placement is

non-trivial [255]. However, RL-based approaches can be long-running and compute-intensive

with no notion of optimality. On the other hand, DLPlacer can provide optimal device placement

solutions, though can still be compute intensive for complex DFGs and when system graph contains

a large number of devices. However, it should be noted that for simpler DFGs, simple heuristics

could achieve near-optimal placement results.
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7.7.5 Framework Support

As we discuss in Section 7.4.4, we implement MP differently for our BigSLTM and GNMT

evaluation compared to Inception-V3. This is mostly driven by the baseline implementations of

BigLSTM and GNMT, which makes it very non-trivial to exploit intra-layer MP in these networks.

We use pipeline parallelism for exploiting inter-layer MP for these two models. While a given

network’s implementation can be one hurdle to exploiting MP, the framework it is implemented

with can also add to the complexity. TensorFlow and Pytorch have different levels of support for

assigning operations or tensors to different devices, but neither provide any automatic intra-layer

parallelism extraction support. DSSTNE [302], is Amazon’s deep scalable sparse tensor network

framework which has more complete support for extracting intra-layer parallelism. However, it

only supports fully connected layers and therefore is not a versatile framework for implementing

different types of DL networks such as CNN and RNN based networks. Also, this framework is not

broadly used and as such was not a focus of our evaluation in this work.

7.8 Conclusion

This work demonstrates the benefits of combining model-parallelism (MP) with data-parallelism

(DP) to overcome the inherent scaling and statistical efficiency losses that data-parallel training has

at scale. We analyze the end-to-end training time of DP to understand how scaling and statistical

efficiency loss impacts training scalability, and show that the MP speedup achieved for a given

DL model is critical to the overall scalability of a hybrid parallelization strategy. We demonstrate

that when the global batch size in DP grows to a point where DP-only training speedup drops off

significantly, MP can be used in conjunction with DP to continue improving training times beyond

what DP can achieve alone. We evaluate the performance benefits of such a hybrid strategy and

project that for Inception-V3, GNMT, and BigLSTM, the hybrid strategy provides an end-to-end

training speedup of at least 26.5%, 8%, and 22% respectively compared to what DP alone can

achieve at scale.
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CHAPTER 8

DeepFlow: A Cross-Stack Pathfinding Framework for

Distributed AI Systems

Over the past decade, machine learning model complexity has grown at an extraordinary rate,

as has the scale of the systems training such large models. However there is an alarmingly low

hardware utilization (5-20%) in large scale AI systems. The low system utilization is a cumulative

effect of minor losses across different layers of the stack, exacerbated by the disconnect between

engineers designing different layers spanning across different industries. We propose CrossFlow,

a novel framework that enables cross-layer analysis all the way from the technology layer to the

algorithmic layer. We also propose DeepFlow (built on top of CrossFlow using machine learning

techniques) to automate the design space exploration and co-optimization across different layers

of the stack. We have validated CrossFlow accuracy with distributed training on real commercial

hardware and show case several DeepFlow case studies demonstrating pitfalls of not optimizing

across the technology-hardware-software stack for what is likely, the most important workload

driving large development investments in all aspects of computing stack.

8.1 Introduction

Over the last decade, the demand on compute and memory resources for AI workloads has grown

by multiple orders of magnitude [303]. As AI models grow in size along with the volume of

training data, distributed training on cutting-edge scale-out systems composed of a large number of

accelerators and processors has become the norm. However, it has often been noticed that large scale

AI training suffers from poor resource utilization. E.g., recent analysis reveals 5-20% utilization

across 1000s of GPUs [304] when training large-scale language-models. Such poor utilization
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of resources is becoming a source of major concern. Inefficiencies across different layers of the

compute stack [305, 306] (from hardware micro-architecture to software parallelization strategies)

and the design imbalance across different layers are among a few factors resulting in such low

system utilization. Different layers of the stack, technology nodes, hardware architecture, network

topology, model architecture, parallelism strategy are designed across different organizations and

retrofitted into the large-scale systems. The distributed nature of the design makes cross-layer

optimization challenging if not impossible. For example, high-level design decisions like batch

size, model architecture, and parallelism strategy are exploited at algorithmic level stress underlying

hardware components (network, memory bandwidth or compute resources) in different ways which

call for different architectural designs, network topologies and technologies to ensure high system

utilization.

Despite this, the distributed AI training hardware landscape often focuses on just a small set

of parallelism strategies for a fixed hardware design [305]. Exploring the trade-offs between

parallelization strategy (e.g. data parallelism and model parallelism) and performance (run-time) is

often done in an ad-hoc manner. There is no methodical framework or research that explores the

trade-offs between low-level hardware technology details and high-level algorithmic design (such

as model architecture, parallelism strategy and batch size) on over performance and utilization of

compute and memory resources. As a result, we set out to develop a framework that could enable

across-the-stack analysis and allow us to look at the optimal points in the vast technology, system

and algorithm design space. Towards that goal, we develop CrossFlow, a performance modeling

framework that enables “what-if” analysis across different layers of the stack, and DeepFlow that

builds on CrossFlow and uses machine-learning based techniques to automate the design space

search. 1 CrossFlow is an end-to-end performance modeling tool based on an analytical model

which takes the entire system-architecture into account and is more sophisticated than a simple

Roofline analysis and less time-consuming than simulation. The framework provides a templatized

interface for defining technology (minimum operating voltage, bitcell area, etc), chip (compute

cores, memory hierarchy, etc.) and system-level architecture (node-level organization, intra-node

network, and inter-node network), machine-learning model’s compute graph, and parallelization

1We will open-source and publicly release the tool.
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strategies and predicts run-time per iteration step. Key contributions of this work include:

• We develop the first full-stack pathfinding framework, DeepFlow, for large deep learning

(DL) training: the driving workload for most future technology, hardware and software

development.

• We validate CrossFlow performance prediction against measurements on real commercial

hardware (NVIDIA P4, V100 and DGX-1) running kernels and DL application in both single

and distributed settings, observing near perfect correlation and 10% - 16% error.

• As examples, we conduct a variety of case studies looking at impact of a variety of high-cost

technology innovations on eventual performance of distributed DL training and show that

many of them may not deliver on the promise.

CrossFlow and DeepFlow can be used to bridge researchers across different layers of the stack

(often spanning across different industries) to communicate their needs.

8.2 Motivation

The optimal system that should be used to train a particular machine learning model varies based on

the high-level algorithmic decisions that are made. Different batch sizes, degrees of parallelism, and

parallelism strategies stress the underlying hardware resources in different ways. Hence, different

hardware designs are required in order to maximize resource utilization. One important metric that

guides the optimal design point at hardware-level is computation intensity. Computation intensity is

defined as the ratio of the number of computation flops to number of accesses to main memory. This

ratio dictates the optimal ratio of computation throughput to memory bandwidth in the underlying

hardware accelerator.

Figure 8.1 shows the computation intensity distribution of different degrees and types of paral-

lelism for different number of V100 GPUs. We performed this analysis for a GEMM problem of size

(64K,64K,64K) elements split across these GPUs. Each boxplot shows the spread of computation

intensity for different levels of parallelism. The spread within each parallelism degree is the result of
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Figure 8.1: Impact of Parallelism Degree on Computation Intensity.

Figure 8.2: Impact of Parallelism Strategy on Computation Intensity.
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different parallelization strategies for a given parallelism degree and also different tiling strategies

for any given parallelization strategy. It is clear from this figure that computation intensity is much

smaller at higher degrees of parallelism, implying the need for a different design point.

Besides the parallelism degree, the choice of parallelization strategy has a direct impact on

the utilization of the underlying hardware. Figure 8.2 shows the distribution of computation

intensity across different parallelization strategies for the same problem specifically parallelized

across 65536 V100 GPU cards. Each boxplot shows a different parallelization strategy. RC or

CR refers to Row-Column or Column-Row distributed GEMM (a.k.a kernel parallelism, more

details in Section 8.3.3). It is clear from the figure that computation intensity is different across

different parallelization strategies, implying the optimal design point would be different for different

parallelization strategies.

Therefore, the optimal hardware architecture strongly depends on high-level algorithmic and

software decisions. Hence, an exploration framework is needed that would allow one to obtain

and analyze the various possible optimal system and algorithm design combinations. Furthermore,

large training workloads are rapidly becoming the applications driving massive investments in

semiconductor technology development all the way down to fabrication equipment, making such

a cross-layer pathfinding framework immensely valuable to ML engineers, system architects and

technology developers alike.

Figure 8.3: DeepFlow Overview.
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8.3 DeepFlow Overview

Figure 8.3 shows an overview of the DeepFlow framework. DeepFlow takes the following set of

inputs: (1) System design hierarchy (e.g., the number of accelerator nodes per device, the number

of devices in the system, the network topology connecting nodes within a device and across the

devices), (2) Architecture template of each accelerator node which provides a high-level definition

of its components and how those components fit together. The purpose of the template is to pro-

vide a blueprint for the accelerator without committing to any specific hardware parameters. (3)

Technology parameters for each hardware component (e.g. energy per flop), (4) Design budgets for

each hardware component (area, power, perimeter), (5) Machine learning model specification in the

form of a high-level compute graph, parameters of each compute node (kernel type, tensor dimen-

sions), and (6) Parallelism strategy (data, model, kernel, and/or pipeline parallelism dimensions)

which distributes the compute graph across the entire system. (7) Device mapping strategy which

defines mapping of parallel shards onto hardware nodes. Given these inputs, DeepFlow predicts

the end-to-end performance of one iteration (i.e., single batch) of the model and finds an optimal

hardware-software-technology design point as output.

DeepFlow is composed of two major components. CrossFlow which operates in a stand-alone

mode and can predict performance for any input configuration; and a search and optimization engine

(SOE) which enables design space search.

8.3.1 CrossFlow Building Blocks

u-Architecture Generator Engine (AGE) AGE takes the following set of inputs: (1) Design

constraints (i.e the power, area and perimeter budget and breakdown across micro-architectural

components such as cache, network, compute cores). This breakdown can be provided manually by

users or automatically by the Search and Optimization Engine (SOE, Section 8.3.2). (2) Technology

parameters such as energy per flop, energy per data bit transfer for each level of memory and

network hierarchy, threshold and maximum gate voltage, integration substrate parameters such as

bump/interconnect pitch. We provide a wide range of standard and future technology libraries as

baseline. (3) Architecture template which is a blueprint of the underlying accelerator chip without
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committing to any specific hardware parameters.

Given these input, AGE performs a frequency-voltage-area scaling optimization to generate the

following output parameters such that design budgets for all component are met: (1) Compute

throughput. (2) Capacity for different levels of memory hierarchy. (3) Bandwidth to each level of

memory hierarchy. (4) Inter-node as well as intra-node network bandwidth. These parameters are

then utilized by the performance prediction engine (PPE) to estimate the execution time of each

kernel.

Compute Graph Transformation and Device Placement Engine (DPE) The parallelization

strategy and device mapping are critical in deciding the overall execution time. Here, we first

transform the model graph to a ‘super-graph’ to reflect the parallelization strategy provided by

users or SOE engine. For example, to apply data parallelism, the model graph is replicated and

appropriate edges are added to model the gradient exchange. After generating the transformed

graph, DPE assigns the vertices of the transformed graph to the system nodes following a heuristic

approach to minimize the communication overhead.

Performance Prediction Engine (PPE) With the device mapping for all the vertices of the

compute (super-)graph known, the next step is to calculate the overall execution time for a forward

pass and/or a backward pass. Using hierarchical roofline model, the performance prediction engine

(PPE) evaluates the execution time of each vertex of the compute (super-)graph. Next, we use

an event-driven simulator to calculate the overall end-to-end execution time such that resource

constraints (e.g. one kernel at a time per GPU) and scheduling constraints (e.g. prioritize launching

kernels in the next layer before kernels on the same layer) are met.

8.3.2 Search and Optimization Engine (SOE)

Co-optimizing micro-architectural parameters and the parallelization strategy that minimizes the

overall end-to-end execution time requires navigating a large space of design parameters. Search

and optimization engine (SOE) enables the automatic design space search and finds an optimal

design point which meets the design constraints and minimizes the overall execution time. SOE
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takes inspiration from ML-assisted search algorithms, in particular gradient decent search with

momentum and builds on top of the CrossFlow modeling engine.

8.3.3 Parallelism Strategy Space

There are a myriad of ways to parallelize a model across a large multi-node system. Explor-

ing the parallelism space and finding the optimal strategy is critical to overall performance and

system utilization. DeepFlow explores kernel, data and layer parallelism strategies. It uniquely

identifies each parallelism strategy by the following notations: R{KP1}_C{KP2}_d{DP}_p{LP}

or CR{KP1}_d{DP}_p{LP} depending on the choice of kernel parallelism. KP1 and KP2 are the

parameters of kernel parallelism. For Row-Column (RC), KP1 and KP2 would refer to the number of

ways we shard the first matrix across rows and the second matrix across columns. For Column-Row

(CR), we would only need one parameter to specify the strategy; KP1 will refer to the number of

ways we cut the first matrix across columns and the second matrix across rows. One can think of

this parallelism strategy as outer-product. DP represents the number of model replicas and data

shards assigned to each to exploit data parallelism. LP is the number of ways we cut layers into

stages to exploit pipeline parallelism.

8.4 uArchitecture Generator Engine

The uArchitecture generator engine, AGE, takes three sets of inputs: (1) A technology components

library, where the characteristics of each component such as cores, different types of memories,

network interfaces, etc. are defined, (3) Architecture template, where the overall high-level chip and

system organization (such as compute and memory hierarchies) is provided, (2) Hardware resource

allocation, where area, power, and chip perimeter budgets are provided for the different components

of the system. Using this information, the AGE generates the final uArchitecture parameters (such

as overall compute throughput, memory bandwidths at different memory levels, network bandwidth)

as shown in Figure 8.3.
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8.4.1 Technology Components Library

A system is generally composed of many primitive components or building blocks such as the

compute units, SRAM banks, DRAM, interconnect network components (on-chip and off-chip), etc.

A library of these components and their associated technology parameters are provided as input

to the tool through a tech_con f ig YAML file. We classify these components in to three primary

categories: compute, memory and network.

Compute Attributes for the minimal compute components such as general purpose compute units,

accelerator units (e.g., matrix-multiplier units, vector-matrix multiply units, systolic array) etc. are

specified under this category. When a compute component is added to the library, the compute

attributes listed in Table 8.1 will have to be defined for that component. The tool user can add

any type of compute component in the library ranging from a simple scalar unit to a complex unit

comprising of a bundle of tensor cores and capture the micro-architectural characteristics in the

final architecture template file.

Memory The memory components in a system can be built out of different technologies (e.g.,

SRAM, DRAM, MRAM, RRAM, 3D-XPoint). Also, these memory components can be used in two

ways: on-chip memory and off-chip memory. A library of fine-grained memory components can be

created and stored under this category which is utilized to construct different levels of the memory

hierarchy. The characteristics of the on-chip components are described at the granularity of a bank

because the smallest on-chip memory unit available to a system designer is usually a memory bank.

The parameters of a memory bank such as capacity, bit area, periphery overhead etc. are taken as

inputs. On the other hand, we model the off-chip memory components such as DRAM, 3D-XPoint,

etc., at device level granularity, e.g., an HBM stack. This is because the off-chip components are

usually obtained at a device level granularity. For off-chip memories, other parameters such as

memory controller area, I/O bus width per device, etc. need to be defined. This information is then

used to precisely model the capacity and throughput of different levels of the memory hierarchy

under the given area and power constraints.
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Compute

Technology Node Nominal Area

Nominal Voltage Threshold Voltage

Nominal Frequency Min & Max Voltage

Nominal OP rate Min & Max Voltage

On-chip Memory

Technology Latency

Dynamic energy per bit Static energy per bit

Area per bit and total area overhead Bank Capacity

Controller area overhead per bank Controller power overhead per bank

Off-chip Memory

Technology Number of links per device

Dynamic energy per bit Nominal Voltage

Static power per bit Nominal Frequency

Device Capacity Minimum Voltage

Device Area Maximum Voltage

Memory Controller and I/O Area Access Latency

Network (intra-node

and inter-node)

Nominal Voltage Number of links per mm

Nominal Frequency Threshold Voltage

Nominal Energy per Link Minimum Voltage

Nominal Area per Link Link Latency

Table 8.1: Different technology components.

Network The inter-chip network component is either intra-node or inter-node communication link.

In the case of a multi-chip module (MCM) where multiple compute dies and memory devices are

integrated on a 2.5D integration substrate within the same package, the inter-die communication is

done using high density and energy-efficient links on the 2.5D substrate. These links are considered

as intra-node links. On the other hand, the off-package communication links between nodes

are considered as inter-node links. The attributes that need to be defined for inter and intra-die

communication network components are provided in Table 8.1. In case of a waferscale system, the

entire wafer could be considered as a single node.
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Figure 8.4: Architecture Template: Overview of a hardware system whose characteristics can be

configured in DeepFlow.

8.4.2 Architecture Template

Once all system components are instantiated from the technology library, the next step is to

hierarchically organize one or multiple components from each category to construct the overall

system. Distributed machine learning training is done on scale-out multi-node system, as shown in

Figure 8.4. Such a system consists of multiple individually packaged nodes which communicate

through off-package interconnects (such as NVLink, Infiniband etc.) that form the inter-node

network. Inside each package, there can be multiple different accelerator nodes connected using

an intra-node network. Each accelerator within the package typically consists of one accelerator

die that is connected to its own off-chip main memory components (such as HBM, as shown in the

figure). Each accelerator die itself can be composed of smaller compute units.

DeepFlow provides a rich template that can be used to specify the overall architectural organization

of such an accelerator system. The template is used to specify the high-level micro-architectural

organization of the compute units, organization of the memory hierarchy, inter-chip network
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topology (both intra- and inter- node) and the system hierarchy. Next we describe in detail how the

template is organized and how different system configurations can be achieved using this template.

Compute unit As shown in the accelerator die architecture in Figure 8.4, compute units are often

organized in hierarchies. E.g., in an NVIDIA GPU, multiple tensor cores are bundled in a streaming

multi-processor (SM) and the SM as a whole interacts with the cache hierarchy. In DeepFlow one

can express such hierarchy by defining minimal compute units or MCUs and “MCU bundle". MCU

is the smallest granularity of computation that we expose to the tool user. It defines the dataflow

model and layout (e.g. MCU can be a systolic array that its height and width are configurable as

input). Meanwhile, MCU bundle defines the number of MCUs that are bundled together and are

exposed to the first level of memory hierarchy.

In dataflow architectures such as Eyeriss, TPU etc., data can flow directly between different cores.

Hence, the tool allows one to define the type of dataflow within a MCU bundle. Currently the

performance model supports three types of dataflow: weight stationary, activation stationary and

output stationary. The tool can also find the best dataflow strategy among the three for any given

kernel.

Software runtime, scheduling overheads and the architecture of the cores often restrict the

maximum compute utilization. For example, the tensor-cores in NVIDIA V100 incurs fill-drain

related under-utilization during tensor loading from the registers and therefore achieves a maximum

utilization of 85%. To account for such overheads, a maximum utilization value can be defined

which derates the core throughput by that factor.

Memory Hierarchy and Scope The memory hierarchy is defined by initializing multiple memory

levels from the highest to the lowest level (i.e., registers to the main memory) as shown in Figure 8.4.

Each level of memory has two attributes: (1) Memory technology component from the technology

component library which defines the physical attributes of the memory as outlined in Table 8.1, and

(2) Scope of the level which defines the set of components from the next level of memory hierarchy

that are accessible from this level of memory hierarchy. For example, the keyword ‘global’ for

scope indicates that the memory level is accessible to all the instances of the higher memory levels.

188



Network Topology In DeepFlow , we support two levels of network hierarchy: intra-package and

inter-package. For each level, a different topology (e.g. mesh, torus, crossbar) can be defined.

8.4.3 Hardware Resource Allocation

Hardware design under a limited area and power budget is a fine art of finding the right balance

(breakdown of resources) across different u-architectural components. The area and power allocation

(and for some components perimeter) of each u-architectural component derives the design and

specification of that component. We define resource distribution across different components

of the compute chip as input parameters, where resource can be area, power and perimeter of

the compute chip. The input definition includes the total area and power budgets for the entire

compute node. The total perimeter is inferred from area. The area budget is usually dictated by

packaging constraints. For example, if the compute and memory dies are assembled on a 2.5D

silicon interposer-based interconnect substrate, the total area of the node will be limited by the

maximum size of the interconnect substrate that can be fabricated. Compare this to a waferscale

system which houses an entire node on a wafer where the total area budget can be as large as 70,000

mm2.

On the other hand, the power budget of the node is determined by the cooling infrastructure that

is used to extract heat from the node and the power delivery constraints.

We also define the distribution of budget among different components of the compute node

as a percentage breakdown. As shown in the YAML snippet below, fractions of the total area

is distributed across cores, levels of memory hierarchy and network components. Similarly, the

fraction of the compute chip’s power and perimeter gets devoted to different hardware components.

area_breakdown:

node_area_budget: 1230 #mm2

proc_chip_area_budget: 815 #mm2

core: 0.35

L2: 0.14

L1: 0.1

L0: 0.2

DRAM: 0.05

network:

intra_package: 0.06

inter_package: 0.1
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Given the overall resource allocation and distribution, the AGE performs a series of optimizations

(voltage-frequency scaling) to find an optimal parameter settings for each u-architectural component.

An optimal parameter setting is one that utilizes the most of the allocated budget. Note that an

unbalanced resource allocation may leave some of the budget under-utilized. While we allow users

to provide a manual breakdown of resources as input, we highly recommend to use SOE (Search

and Optimization Engine) to find the best setting which minimizes the total waste (in other words

maximize the overall resource utilization). Examples of such output parameters include compute

throughput, capacity and bandwidth to the different memory levels and the intra- and inter-node

network bandwidths.

8.4.4 Micro-architectural Parameter Generation

Next, the tool generates the micro-architectural parameters for each component of the architecture.

Given the architecture template alongside the resource breakdown among the different components,

and the technology parameters, we find the maximum throughput for each component. E.g., We find

the maximum number of cores that can fit in the given area allocation and find the voltage-frequency

points to maximize compute throughput under the power budget. Similarly, for on-chip caches,

we find the memory capacity and memory bandwidth at each level that can fit in the area budget

while taking the network and controller overhead in to account. For off-chip memories and network

interfaces, we use the energy per bit information alongside the PHY area, bump pitch as well

interconnect wiring pitch to determine the maximum bandwidth that can be realized on the chip.

These architectural parameters, throughput, bandwidth, capacity etc., are then provided as input

to the performance prediction engine. Details about how we model and calculate these parameters

is explained next.

Core For deep learning models, the kernels are usually highly parallel in nature and therefore,

our goal is to maximize total compute throughput under the area and power budgets allocated

for compute. Given the area budget, we first compute the maximum number of MCUs (minimal

compute units) that can fit within the area allocated. The nominal frequency and voltage for each
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MCU is an input to the model, therefore the nominal power for each MCU and the entire core can

be derived very easily. If the nominal power exceeds the power budget, we scale down the frequency

and voltage. If we hit the minimum voltage limit set in the component description, we reduce the

number of MCUs till we satisfy the total power budget allocated to the compute units. This explains

a case where the core design is power-bound and not area-bound.

Once we determine the total number of cores and the frequency of operation, we compute the

compute throughput by appropriately scaling the nominal flop rate.

Register and Cache Memory The total area and power budgets allocated to each level of on-chip

memory is split between the memory banks and the network circuitry that connects the memory

banks at each level to u-architectural components at the next level that are under its scope. We

assume this interconnect to have a crossbar topology. The total number of components under its

scope and the number of banks in that memory level determine the area and power overheads of

the network. We iteratively determine the total number of banks possible at each level of memory

hierarchy such that the total area of the banks and the network at every level satisfies the area budget

allocation. Once we determine the number of memory banks, we calculate total static power of all

the banks and we allocate the remaining power budget to dynamic access energy. The available

dynamic energy budget determines the maximum achievable throughput.

Main Memory Main memory has two major components that collectively control the overall

capacity and bandwidth but are housed in two different places. Memory controller which is placed

on the compute chip, and the memory devices are placed outside the compute die within the same

package. The area allocation to each component determines the maximum number of memory

devices that can be supported, which in turn determines the total memory capacity. Meanwhile

power and perimeter allocation dictates the number of links (that can fit along the compute die), and

the frequency of each link which collectively determine the overall off-chip memory bandwidth.

Network The off-chip network links (intra and inter-package) consume both power and area on

the compute die. Moreover, the wires need to escape the periphery of the die which gets determined

by the interconnect density and the available chip perimeter. The maximum number of links that
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can be accommodated in the compute die is limited either by the area available to fit in the link I/O

cells or the amount of perimeter available for the links to escape the die periphery. Therefore, the

tool uses the area per link, the available area budget, wiring density and the die perimeter budget

to find the maximum number of links that can fit in the chip. Next, the tool uses the standard

voltage-frequency scaling methodology to find the operating point for each link such that the

total network related power is within the power budget allocated. The network bandwidth is then

calculated by multiplying the total number of links and the operating frequency of each link. We

perform this step for the intra-node network and inter-node network separately.
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Figure 8.5: An Example of a Compute Graph Transformation, Device Mapping and Routing, and End-

to-End Time Estimation: (top) Cross-edges are shown in red. We only show a subset of cross-edges for

kernel parallelism. Blue solid borderlines indicates separate hardware nodes. At every parallelization stage,

black hashed lines show graph replication along that dimension. A replica is a graph with a similar structure,

however, the kernel size and/or data size could be different for each replica. The original graph is a simple

3-layer feed-forward neural network that is divided into two sub-graphs (P2). Then for each pipeline stage,

batch size is distributed across three workers (D3). Then for each data shard of each pipeline stage, the

kernels are distributed in a row-column fashion across a 4×2 torus (RC-K4-K2). (middle) Mapping a 4-D

hyper-cube into a 2-D mesh: a greedy layout mapped in the following order: kernel(R), kernel(C), pipeline

and data. The bolded black edge in G4 is mapped onto a 4-hop path in the system graph. (bottom) backward

pass time estimation.
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8.5 Compute Graph Transformation and Device Mapping Engine

Given the ML model description (in form of a compute graph) and the distributed system topology

(in form of a system graph), we find an optimal mapping from vertices and edges in the compute

graph to hardware nodes and network links in the system graph. However, before mapping, we

transform the compute graph into a super-graph to reflect the parallelism strategies specified as

input.

8.5.1 Compute Graph Structure Transformation

Each parallelism strategy is a form of graph transformation where the sub-graph to be replaced is

a single node, so essentially all nodes would be replaced with the same replacement graph. For

example, data parallelism (with the ring-all-reduce implementation) would replace each node in

the original graph with a ring of length N (for an N-data parallel strategy). The new edges on the

ring will be marked as cross-edge to capture the fact that they connect compute nodes hosted on

separate devices. Kernel parallelism (e.g. RC_K{KP_1}_K{KP_2}) would replace each node in the

compute graph with a 2-dimensional torus of KP_1 X KP_2 dimension (assuming the reduction

algorithm along each dimension is ring-all-reduce). Similarly, new edges on the torus would be

marked as cross-edge. Pipeline parallelism replaces a single node with a single node, so essentially

the graph structure does not change: pipeline parallelism simply slices the original graph into

multiple sub-graphs, each hosted on a separate hardware node and computation across consecutive

batches can be pipelined through consecutive sub-graphs. Edges connecting sub-graphs would be

marked as cross-edge. Figure 8.5 shows the composition of multiple parallelism strategies applied

in sequence (pipeline, data and kernel parallelism, respectively). G0 is the original compute graph

and G4 is the final transformed graph.

8.5.2 Device Mapping and Routing Engine

Data parallelism, kernel parallelism and pipeline parallelism would require that each parallel shard

to be hosted on a separate physical device. Hence, device mapping happens at the granularity of a
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parallel shard. We want parallel shards that are close in the parallel space to be mapped onto nodes

that are close in the physical space to minimize communication. However, the transformed graph

usually has higher dimension than the system graph. Figure 8.5 shows such example, where the

final transformed graph (G4) is 4-D hypercube and the system graph is a 2-D torus. Therefore, it

will not be possible to map all adjacent nodes in the compute graph to adjacent nodes in the system

graph. We adopt a greedy approach to conduct such mappings: We start with a parallel dimension,

map all parallel shards along that dimension to adjacent nodes in the hardware. If the number of

shards along the parallel dimension is larger than the hardware dimension we are mapping onto, we

wrap-around to the next immediate dimension. We continue this process along other dimensions

in a specific order, until all nodes are mapped. The order at which we walk along the parallelism

dimensions results in different mappings. For 4 different parallelism strategies, we explore (4!) =

24 possible orderings to pick the best mapping. Once node mapping is determined, we take a last

step to map edges to physical links. An edge that connects to adjacent node in the compute graph

may map to a multi-hop path as shown in Figure 8.5. As a result, one physical link would be shared

across multiple edges. The number of logical edges sharing a physical link is an important factor

for effective bandwidth estimation. We use X −Y routing to map edges in the compute graph to

paths in the system graph. Overall, the whole transformation step followed by device mapping is

necessary to find an accurate estimation of edge timing.

8.6 Performance Prediction Engine

Once mapping is decided for each node and each edge in the transformed graph, performance

prediction engine estimates timing for each node and each edge. We then use a resource-constrained

scheduling algorithm to find the end-to-end timing. We explain these steps in more details.

8.6.1 Hierarchical Roofline

We use hierarchical roofline analyses [221] to predict the timing of each node in the transformed

compute graph. We estimate the operational intensity (OI = #flops/#memory accesses) of each

node of the compute graph first. For systems with multiple levels of memory hierarchy, we adopt a
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hierarchical roofline analysis. Hierarchical roofline predicts if an application is compute-bound,

L1-bound, L2-bound, memory-bound, etc. To accomplish that, we search over the space of tiling

strategies at each level of memory hierarchy and accurately estimate the number of memory accesses

to different levels of memory hierarchy. We explain this in detail next.

8.6.2 Memory Hierarchy Modeling

The number of accesses to each level of memory hierarchy is a function of the underlying hardware

(memory capacity at each level) and the algorithmic implementation (loop ordering and tiling

strategies).

For any given input configuration, we explore NL random tiling strategies which meet the memory

capacity requirement at each level. N is the number of tiling strategies at each level and L is the

number of levels of memory hierarchy. Empirically, we found that for L = 3, N ≈ 20 results in a

reasonably accurate estimation.

For a given tiling strategy, it is easy to find the number of times each tile needs to be re-streamed

from the next level of memory hierarchy. We start from the lowest level (e.g. main memory for

a GPU-like architecture) and walk upward to estimate the number of accesses. For each level

(except for the highest level), the number of accesses from the higher level is dictated by the tiling

parameters at both levels. For the highest level, the number of accesses is determined by the dataflow

strategy exploited at MCU units.

8.6.3 DataFlow Model

The number of accesses to the highest level of memory hierarchy (i.e. register file) will be determined

by the number of instructions executed in the execution engine and the dataflow strategy governing

mapping and communication between those engines (e.g. weight stationary, activation stationary

and output stationary [307, 308]). The execution engine structure dictates how many times a piece

of data could be reused internally before accessing the register file. We refer to this number as reuse

factor (K). In a 2-D systolic array with size Nx and Ny, and an input GEMM with size T 0x, T 0y and

T 0z (which is the tile sizes at L0), each data element could be reused T 0x/Nx or T 0y/Ny or T 0z/Nz
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times, depending on which matrix is stationary. Given the reuse factor, we estimate the number of

accesses to register files as follows:

#RegAccess = #Flops×
Nx.Ny +K.Nx +K.Ny

2.K.Nx.Ny
(8.1)

8.6.4 Inter/Intra-Package Communication Modeling

We use throughput analysis to calculate the inter/intra-package communication timing: As discussed

in Section 8.5, compute graph to system graph mapping generates the information about logical

edge to physical link mapping. The effective bandwidth for each link is downrated by the number of

logical edges sharing the link. The physical link with minimum effective bandwidth is the bottleneck

bandwidth which we use for time estimation for all edges.
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8.6.5 End-to-End Time Estimation

We use an event-driven simulation to estimate end-to-end timing. Event-driven simulation is

basically a resource-constrained critical path analysis. Since multiple compute nodes can map into

the same hardware node, event-driven simulation is necessary to avoid resource conflicts/hazard

and respect resource scheduling constraints (e.g. not more than k kernels can run in parallel on each

hardware node).

We apply event-driven simulation at the original compute graph granularity where the only
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parallelism to account for is pipeline parallelism: data parallelism and kernel parallelism would

essentially create replicas of the original graph (where the kernel size and/or data size would be

different for each node). Given that all replicas by definition are hosted on separate hardware nodes,

they can all start and stop at the same time (assuming a homogeneous distribution of data along

model replicas and homogeneous distribution of sub-kernels across data replicas) and their timing

is deterministic. Hence, there is no need for event-driven simulation at the super-graph granularity.

Figure 8.5 shows an example of an end-to-end time estimation of a backward pass for a simple

3-layer feed-forward neural network, with 2-level pipeline parallelism (P2), 3-level data parallelism

(3D), and 8-level kernel parallelism (R4-C2). We start with kernel parallelism and then data

parallelism to resolve the compute time for each node in the graph (this can be applied in any order).

Once time for all nodes in the original compute graph is resolved, we use event-driven simulator to

account for pipeline parallelism and resource scheduling constraints.

8.7 Design Space Exploration Engine

We denote the set of hardware parameters to explore as W = {{Ai}H−1
0 ,{Pi}H−1

0 ,{Ri}H−1
0 }, where

H is the number of micro-architectural components in the hardware accelerator node, and Ai, Pi and

Ri capture the percentage of the overall area, power and perimeter allocated to each component,

respectively.

Our objective is to find the optimal W ∗ that minimizes the total run time, f (W ), such that

∑
H−1
i=0 Ai ≤ 1, ∑

H−1
i=0 Pi ≤ 1, and ∑

H−1
i=0 Ri ≤ 1. The objective function f does not have a closed form,

but we can calculate it by querying the performance model (CrossFlow). This problem is an example

of a constrained black-box continuous optimization. Since the objective function evaluation (i.e.

querying CrossFlow) is considerably cheap (milliseconds to multiple seconds), we use a variation

of projected gradient descent (GD) optimization to solve for W ∗ (see 8.7). Empirically, we found

that GD with exponential averaging in the parameter space (rather than gradients) works the best

for our problem.
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Wt =Wt−1 −ηgt Ŵt =
Wt

||Wt ||

Mt = βMt−1 +(1−β )Ŵt

Wt = Project(Mt) onto CA,CP,CR

(8.2)

Where Wt and gt are the input parameters and gradients at time step t, η is the learning rate

and β is the discounting factor. We repeat the update steps shown above until convergence or the

maximum number of steps (T ), whichever conditions happens earlier. To alleviate cases where

optimization might get stuck in local minima, we repeat the steps above from S different starting

points and return the best result. Empirically, we found that T = 100 and S = 10 are sufficient to

find a near optimal solution.

8.8 Validation

We validate our performance prediction model against execution time measured on real systems

(Nvidia P4 with 1 GPU and an NVIDIA DGX-1 system with 8 V100 GPU cards), running the most

important kernels (distributed GEMM) and end-to-end applications (large-scale language models).

In particular, we study language models (LM) for validation and case study as it is deemed to

be one of the most challenging applications to scale [309], and is very costly to train [310]. All

applications are implemented in Tensorflow 2.0. We use CrossFlow to predict the runtime, which

can take anywhere from milliseconds to 20 seconds.

Validation Space For GEMM validation, we look at a space of more than 4000 GEMM kernels

of different shapes and parallelism strategies, where input (m), output (n) and inner dimensions

(k) varying from 4K to 32K in steps of 4K, and parallelized across 1, 2, 4, or 8 GPUs, using both

Row-Column and Column-Row distributed parallelism strategies. For LM validation (2-layer LSTM

model), we look into a space of 125 configurations, where Batch Size, Hidden Dimension and

Vocab Size varying from 2K to 6K in steps of 1K. We report the correlation (corr), and also the

mean relative error (err) to quantify the quality of our predictions.

Results Figure 8.6 shows the validation results on Nvidia P4 GPU card. On the X-axis, we show
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Figure 8.9: Technology Scaling: Effect of scaling different logic, memory and network technologies

is shown.

the measured time (in log-scale), and on the Y-axis, we show the predicted time (in log-scale). As

shown, predictions and measurements are highly correlated (0.996) and the average of the absolute

relative error is small (8.9%). Figure 8.7 shows that CrossFlow predictions on a DGX-1 system

across 1, 2, 4 and 8 V100 GPU cards are well correlated (0.972-0.998) and low error (10%-13%).

Figure 8.8 shows the performance of LM on V100 GPU card. Similarly, we can predict performance

with high correlation (0.996), and low error (16%). A constant pattern visible across all results is

the performance prediction deviation from measurement on real hardware for small kernels. This is

expected as Tensorflow 2.0 time measurement hooks include all the software stack latency; while

this overhead is negligible for large kernels, it accounts for a large portion of total run-time if the

kernel is very small. This indicates the tool outcome would be more reliable for large kernels and

large models.

8.9 Case Studies

DeepFlow is a pathfinding framework with studies and use cases spanning semiconductor technology

development, micro-architecture, neural network models, and algorithmic parallelization techniques.

In this section, we give few example case studies for a large-scale language model (hidden dim:
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Figure 8.10: Co-optimizing parallelism strategy and hardware architecture design.

Figure 8.11: Performance improvement from multi-node package
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16384, global batch size: 16K, vocab size: 800K, number of layers: 2, sequence length: 20)

distributed across 512 nodes. For future technology exploration, we study 7 consecutive logic

technology nodes (from 12nm (N12) to 1nm (N1). Based on the recent scaling trends for logic

technologies [311,312], we assume area and power scale by 1.8x and 1.3x from one node to the next

for iso-performance), 4 different memory technologies (HBM2 (1 TB/s), HBM2e (2 TB/s), HBM3

(projected 2.6 TB/s [313]), and HBM4 (projected 3.3 TB/s)) and 3 different network technologies

(Infiniband-NDR (100 GB/s), XDR (200GB/s) and GDR (3.3 TB/s)). 2

8.9.1 Impact of Technology Scaling

The first question we seek to answer is where the performance bottlenecks are across the stack and

which technology could provide the maximum end-to-end performance benefit? Semiconductor

technology development decisions are increasingly driven by machine learning as the workload.

Many of these decisions trigger multi-billion dollar, multi-year investments.

Figure 8.9 shows the impact of scaling logic, memory, and network technology for a very large-

scale language model. For these experiments, we assume that the thermal power budget (TDP) per

node is fixed at 300W and the area budget is fixed at 850 mm2 for the chip, and the fraction of power

and area devoted to each component on the chip is constant. Also, we fix the parallelization strategy

at data parallelism.

Logic scaling improves compute throughput, and also caching capacity and bandwidth, but only

to a smaller extent. Going from N12 to N7, we observe a jump in performance irrespective of

memory technology. This is because at N12, the performance of a significant number of kernels is

L2 bandwidth bound. At N7, the L2 bandwidth and capacity improve enough for HBM bandwidth

to become the new bottleneck. Therefore, with improvement in HBM bandwidth, the balance can

shift back again to caches and saturation point can be further improved with logic scaling, hence

saturation point shifts further to the right. This trend continues up to N3. Beyond N3, even at

very high memory bandwidth (3.3 TB/s) and network bandwidth (400 GB/s) as cache capacity and

2The caveat to these results (as with any pathfinding study with DeepFlow) is that if the system architecture or
dataflow or neural network is radically different (e.g., this study assumes that same node is homogeneously replicated
within the package), the conclusions may change.

202



bandwidth are the main bottlenecks. Since the on-chip network connecting MCUs to cache and

the cache controller overhead scale along with number of cache banks and the number of MCUs

(which scale at ∼ 1.8× per technology node), the cache capacity as well as bandwidth increase only

marginally at N2 and N1.

8.9.2 Co-optimizing Technology, Parallelism Strategy and Hardware Architecture Design

We argue that technology and architecture exploration should be co-optimized along with parallelism

strategy. Figure 8.10 shows the importance of co-optimizing technology with parallelism and

hardware design in an incremental fashion.

Three key takeaways from these results are: (1) Parallelism strategy optimization alone can offer

∼ 2× performance improvement. (2) Co-optimizing architecture and parallelism strategy offers

meaningful benefits for mature technology (12nm ad 7nm) nodes. But for more advanced technology

nodes, only marginal benefits (20%-30%) can be gained on top of parallelism strategy optimization.

(3) For current and near-future technology nodes, co-optimizing for model architecture can provide

as much benefit as scaling technology nodes (by almost two generations).

8.9.3 Effect of Multi-Node Package

Next, we evaluate the performance improvement that multi-node packaged systems (e.g., MCM-

GPU [314], waferscale-GPU [315], Tesla Dojo [316]) can provide in a distributed training setup

(see Fig. 8.11). We assumed 2TB/s link bandwidth for the intra-package links and performed both

parallelism and architecture search for each case.

Couple of key takeaways from these experiments were: (1) Increasing the number of nodes

in a package improves overall performance by roughly 32% at best. (2) Beyond 4-nodes per

package, performance improvement is marginal. Since ultra-large packages or waferscale integration

dramatically worsens cost, we believe that such technologies may not be worthy investments for

scaling large language model training. These conclusions hold across multiple different batch sizes,

hidden dimension sizes and intra-node link bandwidths.
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8.10 Conclusion

This work is the first effort to explore the cross-stack impact of technology scaling, model scaling

and architecture innovations from a holistic perspective, and at the same time considering real-world

design constraints like area and power budget for deep learning training. We proposed DeepFlow,

a performance modeling framework that enables a cross-stack analysis for hardware-software-

technology co-design at-scale. We envision DeepFlow to be used by ML practitioners (to decide

what hardware to use to maximize their utilization, or simply predict their hypothetical model

architecture performance which might not be realizable in today’s hardware for many reasons

including capacity limitation), by system designers (to decide what hardware accelerators they need

to acquire or build from scratch to meet their application needs, what new technologies to invest in,

etc.), and finally by technology experts (to guide future technology development by assessing its

impact all the way across the stack, at scale).
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CHAPTER 9

Conclusion

This chapter reviews the key contributions of this dissertation and outlines directions for future

work.

9.1 Overview of Contributions

A radically different approach - packageless and scale-out processing, to build efficient and high

performance processor systems has been proposed and developed in this dissertation. Moreover,

the set of pathfinding tools developed here enable rapid exploration of technology, architecture and

software for chiplet assemblies and scale-out systems.

9.1.1 Packageless Processors

Processor packages can significantly impact the bandwidth, allowable TDP, and area taken up by

a processor. We proposed packageless processors - processors where the packages are removed

and PCB-based integration is replaced by a Silicon Interconnection Fabric, a novel interconnection

technology that involves mounting dies directly on a silicon wafer using copper pillar-based I/O pins.

We showed that packageless processors can have one to two orders of magnitude higher memory

bandwidth, up to 70% higher allowable TDP, and 5X-18X lower area than conventional packaged

processors. These benefits can be exploited to increase processor performance. For a set of NAS

and PARSEC benchmarks, we showed performance improvements up to 58% (16% average), 136%

(103% average), and 295% (80% average) resulting from improved memory bandwidth, processor

TDP and processor footprint respectively. For the same performance, packageless processing

reduces compute subsystem footprint by up to 76% or equivalently increases TDP by up to 2X. The
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benefits from packageless processing should only increase with increasing I/O and performance

demands of emerging applications and processors.

9.1.2 Pathfinding for Chiplet Integration Technologies

As conventional technology scaling becomes challenging, chiplet integration provides a viable

pathway to compose larger systems using smaller, high yielding dies. Therefore recently, there

has been a proliferation of different chiplet integration technologies. However, the success of

this approach depends upon optimizing the performance benefits and cost for different use case

scenarios. In this work, we develop a pathfinding methodology for interconnect technologies and

use it to study inter-chiplet interconnect performance and energy as a function of dimensional

and technology parameters. We demonstrate that a holistic approach considering features of the

integration technology, chiplet technology and processing techniques. Our analysis indicates that

beyond certain point, dimensional scaling (wire and bump pitch) provides marginal benefit in

terms of energy-per-bit and bandwidth density; while other factors such as ESD and chip dicing

technologies may provide additional levers for further interconnect scaling.

9.1.3 Chiplet Selection for Application-specific System

Chiplet integration technologies enable cost-effective system customization. In this work, we have

developed the first multi-chiplet processor design space exploration framework. Our results clearly

show benefits of using multiple chiplet assembly based processors to service diverse workloads (35%

improvement in EDP over a single best average system), and advantages of cognizance of chiplets

during optimization (over 2x reduction in chiplets required for a heterogeneous CMP example). We

also identify the different factors that affect the cost of building multiple systems using chiplets as

well as the characteristics of the systems/chiplets chosen under different use contexts. Using the

framework we show that emerging chiplet assembly approaches are very promising when total cost

of design and manufacturing is considered (up to 72% benefit in cost over SoC) while satisfying

energy and performance requirements of every workload. This cost benefit strongly depends on

system size and technology maturity.
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9.1.4 Waferscale GPU Architecture

Silicon-Interconnection Fabric (Si-IF)-based integration, where pre-manufactured dies are directly

bonded on to a silicon wafer, may enable waferscale processors without the yield issues of building

a large waferscale chip. Therefore, time is ripe to revisit waferscale architectures. In this work,

we showed that it is feasible and useful to architect a modern day waferscale system. Using a

waferscale GPU as a case study, we showed that while a 300 mm wafer can house about 100 GPU

modules (GPM), only a much scaled down GPU architecture with about 40 GPMs can be built

when physical concerns are considered. We also studied the performance and energy implications

of waferscale architectures. We showed that waferscale GPUs can provide significant performance

and energy efficiency advantages (up to 18.9x speedup and 143x EDP benefit compared against

equivalent MCM-GPU based implementation on PCB) without any change in the programming

model.

9.1.5 Design Methodologies for Chiplet-based Waferscale Systems

In this work, we attempted to build the largest ever (2048-die) chiplet assembly based waferscale

processor (at least 10X larger than largest known commercial chiplet-based systems) and develop a

design methodology for the same. We highlight challenges and potential solutions in power delivery,

clock distribution, network design, design for testability and fault-tolerance for waferscale systems.

Our ongoing work aims at characterizing the waferscale prototype and developing design methods

for higher-power waferscale systems.

9.1.6 Multi-GPU Deep Learning Parallelization Strategies

This work demonstrates the benefits of choosing the correct parallelization strategy by combining

model-parallelism (MP) with data-parallelism (DP) to overcome the inherent scaling and statistical

efficiency losses that data-parallel training has at scale. We analyze the end-to-end training time of

DP to understand how scaling and statistical efficiency loss impacts training scalability, and show

that the MP speedup achieved for a given DL model is critical to the overall scalability of a hybrid

parallelization strategy. We demonstrate that when the global batch size in DP grows to a point
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where DP-only training speedup drops off significantly, MP can be used in conjunction with DP to

continue improving training times beyond what DP can achieve alone.

9.1.7 DeepFlow

DeepFlow is a rapid-yet-accurate cross-stack pathfinding framework for scale-out deep learning

training. We envision DeepFlow to be used by ML practitioners (to decide what hardware to use

to maximize their utilization, or simply predict their hypothetical model architecture performance

which might not be realizable in today’s hardware for many reasons including capacity limitation),

by system designers (to decide what hardware accelerators they need to acquire or build from scratch

to meet their application needs, what new technologies to invest in, etc.), and finally by technology

experts (to guide future technology development by assessing its impact all the way across the stack,

at scale).

9.2 Directions for Future Work

While this dissertation lays the ground work for chiplet-assembly based processing and waferscale

systems and shows the potential benefits of adopting these technologies, many avenues of research

and development still exist. Also, there is a large set of problems which can be targeted using

novel architectures based on these technologies. Some of the potential future work directions are

summarized below:

9.2.1 Waferscale Memory and Networking Systems

The next-generation AI, big-data and scientific applications which would require processing massive

volumes of irregular data (graphs, databases, large embedding tables etc.), would require scale-out

systems with thousands of cores and 10s of TBs of main memory. To efficiently process the data,

the system should support very high random-access memory bandwidth at very low latency. Similar

requirements are arising in the cloud computing infrastructure as well. Recent studies have pointed

towards a worrisome trend of increasing hardware resource utilization in cloud computing systems.
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As a solution, industry has started looking into ‘dis-aggregation’, where the compute, memory, and

accelerator resources would be disaggregated into their respective pools and connected using data

center scale networks. These networks need to support orders of magnitude more data volume

and shuttle data between different pools at extremely low latency. Waferscale architectures can

meet the aggressive performance targets of these applications and use cases. Couple of candidate

architecture includes building (i) a waferscale memory pool, and (ii) waferscale network switch.

Many commodity processors can share TBs of memory on a waferscale memory pool. Unlike

today’s systems, where remote memory access is very costly, a waferscale memory could provide

very high performance for large shared memory systems. Similarly, for disaggregated data centers,

waferscale network switches is a solution which can provide 10-100s of TB/s bandwidth at sub-100

ns latency (versus 5-10s of us latency today). To this end, we need to systematically study the

landscape of network design in disaggregated datacenters and develop novel network architectures

using waferscale networks coupled with other interconnect technologies such as emerging highly

efficient multi-wavelength optical interconnects.

9.2.2 Fault Modelling, Design-for-Test and Physical Design Infrastructure for Chiplet As-

semblies

Though chiplet based integration platforms promise to alleviate the yield issues that monolithic

integration faces, getting known-good-dies as well as a known-good-substrate is difficult and

challenging. Also, faults can occur during die bonding or dies can develop faults at runtime which

can hamper reliability of waferscale systems. Even though this problem looks similar to interposer-

based systems, the scale of the system can often make this a unique and a challenging problem. E.g.,

waferscale systems need to tolerate a few faulty dies or links because the cost of a full system is too

high to discard under a few faults. We need to investigate the yield loss mechanisms when dies from

different heterogeneous processes are assembled on these substrates and develop fault models for

chiplet integration technologies. Based on the findings, we could develop both physical redundancy

mechanisms as well as architectural fault mitigation mechanisms for such systems. Future work

would also focus on developing runtime test and low-overhead fault-aware routing mechanisms

for such architectures. On the EDA side, today’s tools don’t scale to waferscale sizes.Though we
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developed a simple place and route tool for designing prototype waferscale systems, automated

place and route solutions for chiplet integration substrate and waferscale substrate design is needed.

One could integrate the fault models and automate the redundancy generation schemes in such

a tool. This will help us move towards a SoC-like design flow for systems-in-package (SiP) and

systems-on-wafer (SoW).
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