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Outline

• Why wafer scale?

• Drivers, history

• Implications of wafer scale

• Architecture possibilities

© 1986
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History

© 1986

© 1989

Amdahl, who raised $200 million to fail with his massive brute force WSI 
programme in his company Trilogy, was so revered for this failure, that he 
was then flown over to England by the TEE to tell us that a five processor 
machine ran no faster than a single processor machine, concluding that 
there was no point in having more than one processor.

• Ivor Catt, “Dinosaur Computers”, Electronics World, June 2003
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Back to the future

• You can’t shrink atoms
• 5nm = ~25 silicon atoms

• Existing oxides ~1nm
• 1 layer of silicon oxide
• 1 layer of high K material

Loubet et al, IEDM 2017
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Evolution of care-abouts

• Mainframe era: performance
• Number crunching

• PC era: performance/cost
• Graphics 

• Mobile era: performance/(cost*energy)
• Video 

• Now: (performance*capability)/(cost*energy)
• Machine learning
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Trends

• Single thread 
performance 
growing slowly

• Gains coming from 
vector and other 
parallel operations

Source:https://www.karlrupp.net/2018/0
2/42-years-of-microprocessor-trend-data/

https://www.karlrupp.net/2018/02/42-years-of-microprocessor-trend-data/
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Metrics digression
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Hardware architecture specialization

• “Ease of programming” often follows “flexibility”

• How do we allow accelerators and processors to share data efficiently?
• Coherency regimes
• Standards

CPU
Single

Function

Flexibility Efficiency

GPU NPU
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Memory at human scale

Registers

Cache
DRAM

Flash

Cloud
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Problem scale
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It’s all about the memory system

• Specifically, it’s all about data transport versus compute (or re-compute) cost
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Figure 1 in Moore’s paper…
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Others may have thought of this before…

• From CHIPS web page

• Get rid of packages and use a 
silicon substrate for dense high-
performance interconnect
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3D vs 2.5D

• Stacked 2D objects are not 3D

• Limited freedom to move vertically

• Wafer scale is localized pseudo-3D 
combined with massive global amounts 
of 2.5D

Source: Amazon.com
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Pins on the edge are the Amdahl’s law of 3D

Power Rings

Address decode,
timing

Core cells

Column drivers,
sense amp

Word drivers

Pins

3D or 1D?
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3D is not about the layers,
it’s about the interconnect

Source: worldfloorplans.com
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Memory at human scale
wafer

Registers

Cache
DRAM

Flash

Cloud

Build book cases
around your desk

Move into 
the library

That you put 
on a ship

Sitting in a harbor

Open up 
lots of books
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Distributed systems choices

Smart 
sensor

Smart 
sensor

Smart 
sensor

Basic 
Control
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One size doesn’t fit all

Source: IMEC via Electronics Weekly, Jan 18
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Disruptive technologies: diversity leads to uniformity

• Initially wide variety of creative solutions to a problem

• Some of these do better than others, eventually leading to uniformity
• Still creativity, but focused on details

• Change in underlying problem can bring about new creative era

Woods hybrid

Stanley Steamer

Electric

????

http://en.wikipedia.org/wiki/File:EdisonElectricCar1913.jpg
http://upload.wikimedia.org/wikipedia/commons/6/6f/Rc10954.jpg
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Heterogeneity: AMBA 5 Coherent Hub Interface (CHI)

• Support for high frequency, non-blocking coherent data transfer between many 
processors.

• A layered model to allow separation of communication and transport protocols for 
flexible topologies, such as a cross-bar, ring, mesh or ad hoc.

• Cache stashing to allow accelerators or IO devices to stash critical data within a CPU 
cache for low latency access.

• Far atomic operations enable the interconnect to perform high-frequency updates to 
shared data.

• End-to-end data protection and poisoning signaling.
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Cache coherent interconnect for accelerators (CCIX)
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Heterogeneity at wafer scale

Current Heterogeneity Localized 3D Heterogeneity Example
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Architecture decisions
Massive, distributed 2.5D heterogeneity with localized 3D capability
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Questions and constraints
Questions

• What kinds of problems can it solve?

• How is it programmed?

• How many clusters does it have?

• How do they connect?

• What is in each cluster?

• How do those pieces connect?

Constraints

• What cost/time/energy/space/heat 
bounds do I have to meet?

• How many do I need?

• What does the yield have to be?

• How reliable does it have to be?

• How secure does it have to be?
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Making use of 3D

• Edge connections grow linearly with edge dimensions
• Folding a 2D interface gains some benefits
• Spreading a single object across layers gains additional benefits

• True 3D connections grow as the square of edge dimensions

• Using 3D effectively requires work
• Physical connection
• Wide interface
• Bottleneck avoidance
• Standards
• DfX (short answer: “AND” yield bad, “OR” yield good, “known (mostly) good die”)
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Something is going to win

In high performance, it will look something like
wafer-scale

Some likely features

• Scalable, modular design

• Commercial EDA support

• Heterogenous compute

• Solution to memory bottleneck

• Solution to I/O bottleneck

• Reasonable answers on test, yield etc.
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So where does that leave us?

• Several key workloads can use wafer scale compute power

• Effective wafer scale architectures need effective memory systems

• Opportunities for 3D solutions, but many chicken and egg problems

• Now is the time for experimentation
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The End. For now.
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